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1. O6wwue cBeaeHus

Hacrosiuii 1OKyMeHT cofiep>KUT HWH(opMaluio o cyilectBywoiux B Ilnardopme pagap meTpukax
MOHUTOPHHTA U criocobax paboThI C STUMU METPUKAMHU.

B pasgene «®yHKUMOHMpPOBaHWE CUCTeMbl COOpa MeTPUK W MOHWUTOPHWHIa» TIPUBEJEHO OIMUCaHue
B3aMMOJIeHCTBYSI KOMIIOHEHTOB I/1aT()OPMBI, C TMOMOILBI0 KOTOPBIX MPOUCXOAUT COOpP M BU3yau3alys
MeTpUK.

B pa3pene «Omnucanve MeTpuk MoHutopuHra Ilnardopmer PAIAP» mipuBefeHO (yHKIMOHAIbHOE
orvcaHWe MeTPUK MOHMTOPWHTA, pa3o0paHbl CyIecTBywIde HabOpbl MeTPUK U OMMCAHO HUX
Ha3HayeHue.

B pasgene «3neMeHTHI yrpaBieHUs] BUKeTaMHU TIPUOODPHBIX TaHeseli» NpUBeieHbl TIpHeMbl paboThl ¢
rpadvikamM¥ U JuarpaMmMami.

[TonHbIN MepeueHb METPUK MOHUTOPUHIA MpuBefeH B pasfene «IIpunokenue 1. IlepeyeHb meTpuk
MonuTopuHra [Inardopmsr Pagap»



2. ®YHKUMOHMpPOBaHUE CUCTEeMbl cOopa MeTpuK
U MOHUTOPUHIa

B kauecTBe crcTeMbl MOHUTOPHHTA MCIO/B3YIOTCS cepBUCh! «prometheus» 1 «Grafana». Prometheus
cobupaeT cBefeHrsi o pabore matdopmel U pecypcax, a Grafana BeIBOAUT faHHYIO MH(OpPMALIMIO Ha
pabouvie cTosibl (TIPUOOpPHBIE TIAHENH), C KOTOPBIMM MOXKHO O03HAKOMUTHCS B Bebe-mHTepderice
nat¢opMbl B pasziesie AAMUHUCTPUPOBaHHe — «VIOHUTOPHUHI».

B3aumopeticTBie cepBUCOB /i1 obecrieueHUss cOOpa MeTPUK M MOHMTOPWHTA TIaTQOPMBI BBITTISIUT
ciefyroImM obpaszom:

e Prometheus — ycraHaBnuBaeTcss Ha cepBep C poJsibto Monitoring U cobupaeT MeTPUKU C
WCII0J/Ib30BAHUEM Pa3/IMUHbIX IKCIIOPTEPOB:

e node_exporter — yCTaHaB/IMBAeTCs Ha Ka)K[bld XOCT W T03BOJISIET COOMpaTh METPUKH CaMou
ornepaLviOHHOM CUCTEMBI;

o kafka_exporter — ycraHaB/iMBaeTCsi Ha cepBep C posibio bamaHcep u mo3BossieT cobupaThb
meTpuku Kafka;

e opensearch-exporter — ycraHaBmuMBaeTcsi Ha cepBep C posibto Data u 103BO/IsIeT coOUpaTh
MeTpuku OpenSearch;

e rsyslog, rabbitmq — uMelOT BCTpOEHHYIO KOMITIOHEHTY 3KCIIOpPTa U He TpeOyeT yCTaHOBKH
OT/IeTbHBIX CITYK0.

B Ilnargpopme Panpap npegycmorpeHa BO3MOXKHOCTL Iepefauyd MeTPUK IPOU3BOJAUTEIBHOCTH BO
BHeIlIHVe CUCTeMbl MOHUTOPUHTa.

Inardopma Panap obecrieuriBaeT MHOTOCTPOUHBIM BBIBOJ, MeTPUK ITPOM3BOJUTENLHOCTH B (popmaTte
CTpokU «Prometheus» (kitou,  3HaueHWe), UTO  II03BOJII€T  JKCIOPTUPOBAaTb  METPUKUA B
cuctemy «Zabbix».


https://www.zabbix.com/documentation/current/en/manual/config/items/itemtypes/prometheus

3. OnucaHme mMeTpUK MOHUTOPUHra
NMnarcopmbl PAOAP

Pazgen

uHTepdeiica « MOHHTOPUHI» COJIEPXKUT C/IeytoIIe Habopel NpUbOOpHLIX NaHenel «Grafanay,

VMHTerpupoBaHHbIX B uHTepdeiic Ilnardgopmsl Pajap:

OOuuMii MOHMTOPHHT — MOHUTOPHHT OCHOBHBIX napametpoB IlnaTgopmbr Pagap;
IToToK COOBITHI — MOHUTOPHHT [TAPAMETPOB IMOTOKA COOBITHH;

Kafka — MOHUTOPUHT MapamMeTpoB cHcTeMbl oOMeHa coobirernsvu «Kafka»;
OpenSearch — MOHUTOPHHT TTapaMeTPOB MOMCKOBOM crcTeMbl «OpenSearchy»;
CTaTHcTHKA MOTOKA — MOHUTOPHHT TI0Ka3areseli 00paboTKH MOTOKA COOBITHH;

JIor KOJ/UIEKTOP — MOHUTOPHHT TT0Ka3aTesieid paboThl areHToB cOOpa JI0r-KOJIeKTopa.

B pa3gene «MOHUTOPHHI» HabOp TIPUOOPHBLIX TiaHejed BLIOMPAETCS W3 BBINAZAIONIETO CITHMCKA

(cm. «Puc. 1»).

3.1.
Habop

MoHUTOpPHHI

OBLUIMA MOMHTODHHT

OpenSea
> Memory Vmstat
v » System Timesync
» System Processes
> System Misc
> Hardware Misc
» Systemd
» Storage Disk
> Storage Filesystem
> Network Traffic
» Network Sockstat
> Network Netstat

» Node Exporter
Puc. 1 - Unrepdeiic Bbibopa HaGopa npuGOPHBIX MaHe e

OOLWUA MOHUTOPUHT

NpuOOpHBIX TlaHenel «OOMWUA MOHUTOPHHI» TIpeAHA3HAauUeH i1 MOHUTODHWHTA OCHOBHBIX

napameTpoB paboTs! Ilnardopmer Pagap (cm. «Puc. 2»).

B Habope mpubopHBIX maHeseil «OOIMUA MOHMTOPHHI» TIpe/CTaBeHa TMOAPOOHas WHGOPMALHS I10
cobvpaeMbIM MeTpPUKaM C CaMOr0 XOCTa, Ha KOTOPOM yCTaHOBjeHa ruatdopma. Ilocie HakaTtvs Ha
Ha3BaHUWe TPUOOPHON TaHEeJM MOXKHO OTKPBITH/CKPBITE HabOp TrpadMKOB/AMiarpaMM, BXOZSIIMX B

NIpUOOPHYIO TIaHeJTb.



» Quick CPU / Mem / Disk

» Basic CPU / Mem / Net / Disk
» CPU / Memory / Net / Disk

» Memory Meminfo

» Memory Vmstat

System Timesync

» System Processes
» System Misc

» Hardware Misc

» Systemd

» Storage Disk

» Storage Filesystem
» Network Traffic

» Network Sockstat

» Network Netstat

» Node Exporter

Puc. 2 — IIpuGopHble naHeH U3 HaO0opa naHesel «O0IMI MOHUTOPHHI»

[Tocsie OTKpBITHSA BKIAAKH «OOMIMA MOHMTOPHUHI», aBTOMaTHYeCKH DPA3BePTHIBAIOTCS [IBe TAHEIH C
o6mett nHpopmaryeit o cucreme - «Quick CPU / Mem / Disk» u «Basic CPU / Mem / Net / Disk». Ha
JTAHHBIX TIPUOOPHBIX TIAHEeISIX TIPe/ICTaB/IeHbI CIeAYIOIHe BUKEThI (CM. «Puc. 3»):

~ Quick CPU / Mem / Disk

CPU Busy Sys Load (5m avg) Sys Load (15m avg) RAM Used SWAP Used Root FS Used CPU Cores Uptime

8 4.0 days
(A\ h /‘\ (‘\{ ( RootFS Total RAM Total SWAP Total
w 491% | - 2.25% | - 2.25% | 72% | | 1.05% 43.6% | 47 GiB 12 GiB 2GiB

~ Basic CPU / Mem / Net / Disk

CPU Basic Memory Basic

RAM Total — RAMUssd == RAM Cache + Buffe RAMFree == SWAP Used

Network Traffic Basic Disk Space Used Basic

Puc. 3 — IIpubopHbie nane 1y u3 Habopa naxenend «OOLMI MOHUTOPHHI

e MOHUTOPHUHT MeTpPHK moTpebsieHus namsaTu - BumKetbl Ram Used (Tekyiiee rorpebieHve
namsTt), Memory Basic (rpadvk norpebieHus namsrTm);

e MOHUTOPUHI MeTpUK 3arpy3ku mnporeccopa - BuxeTsl CPU Busy (Tekylas 3arpyska
nipotieccopa), CPU Basic (rpacduk 3arpy3ku rpoiieccopa);

e MOHMUTOPUHI MeETPUK COCTOSIHUS [UCKOBOILO IIpOCTpaHCcTBa - BuxeTsl Root FS
Used (Tekylillee cocTosiHhe [OuUCKoBoro TmpoctpaHcTBa), Disk Space Used Basic (rpaduk
3arpy3Ku IMCKOBOTO NTPOCTPAHCTBA);

e MOHUTOPUHI MeTpUK IapaMmeTpoB cucTembl - BUKeTbl CPU Cores (kKoivuecTBo szep
niporjeccopa), RootFS Total (o6bem amckoBoro mpoctpaHcTtBa), RAM Total (o6bem
ornepaTuBHOM namsTH), Uptime (Bpemst paboTsI X0CTa);



e  MOHUTOPUHT ucrosb3oBaHus cet - Network Traffic Basic.

ITpu HaBeZieHMM Kypcopa Ha rpaduk, OygeT rpezcraBieHa Oosee mogpoOHasi uH(OpMaLHs, Takasi Kak
JlaTa ToJiyueHus MeTPUK W 3HaueHUst MeTpUK (CM. «Puc. 4»).

Network Traffic Basic ~

3 Mb/s
2 Mb/s
1 Mb/s 2024-09-17 11:16:30
0b/s recv ens192: 13.6 kb/s
recv lo: 785 kb/s
-1 Mb/s trans ens192:  1.50 kb/s
2 Mb/s trans lo: 785 kb/s
-3 Mb/s
11:05 11:10 11:15 11:20 11:25 11:30
recv ens192 recv lo trans ens192 trans lo

Puc. 4 - I'paduk cereBoro Tpaduka B Habope NpuGOpPHbIX maHe el «OOIMii MOHUTOPUHI»

3.2. MNMoTOK cCoObLITUN

ITpubopHast maHenb «II0TOK COOBITHI» TIpeJHAa3HaueHa /11 MOHHUTOPHHra MeTpPUK 0OpabaThIBaeMbIX
cobbiTHil B cekyHy (EPS) u comep>kuT /1Ba THIa BUIKETOB (CM. «Puc. 6»):

® BH/DKET C 0TOOpaykeHHeM WH(POPMaLUK O TEKYIIIEM TIOTOKe COObITHI (C/ieBa);

® BU/DKET TIO TIOTOKY COOBITMM B BHUZE JIMHEWHBIX TpapUKOB, TIOCTPOEHHBIX HAa OCHOBE
HMCTOPUUECKUX JJaHHBIX (CIpaBa).

[TepBbiMu oTOOpaXkatoTcsi MeTpuku Tekymero EPS B cucreme - CyMMapHBIii NOTOK COOBITHM
(cM. «Puc. 4»). [anee ciefyroT BUKEThI, I/le MpefoCTaBsieTcss MHGOPMaLYs M0 MOTOKaM OT KaXK0ro
13 TIOJJK/TFOU€HHBIX NCTOYHUKOB COOBITHH.

B rpaduikax Ha ocu «X» yKa3aHO BpeMms, a Ha ocu «Y» yka3zaH EPS. Takxe rpu HaBeJileHUM Kypcopa Ha
rpaduK, BCIybIBaeT moApoOHast nHpopmanus (cMm. «Puc. 5»).

CyMMapHBI# NOTOK COBbITUI ~

2024-09-17 11:44:30

CymMmapHbli noTok cobbituin:  11.3

11:30 11:35 11:40 11:45 11:50 11:55 12:00

Puc. 5 - I'padux EPS B Habope npubopHbix nanenei «I1oTok codbITHI»



NoToK cobbiTHiA

3.40¢eps

10.01 eps

0.00€eps

0.00¢eps

3.3. Kafka

ITpubopHass mnaHenb «Kafka» mpegHasHaueHa fJ11 MOHMTOPWMHIA COCTOSIHUS
Apache Kafka mo cneaytorium metpukam (cm. «Puc. 7»):

Topies

14

Partitions

90

Messages in per second

CyMMApHBIA NOTOK COBBITUI

20
10
0
11:05 11:10 RE] 11:20
== CymMmapHbIA NoTOK coBbiTui Current: 10.3
250
200
15.0
100
50
11:05 11:10 11:15 11:20

= 1514-microsoft_windows_eventlog Avg: 9.92 Current: 10.30

04
03
02
11:05 11:10 11:15 11:20
== 2617-linux_test_auditd_command Avg: 0.33 Current:
o
[
1:05 11:10 11:15 11:20

= 2671-linux_debian Avg: 0.07 Current

11:25 11:30 11:35 1140

MoTok co6biTui - 1514-microsoft_windows_eventlog

|
|
125 1130 11:35 11:40 11:45
Mook cobbimwil - 2617-linux_test_auditd_command
11:25 11:30 11:35 11:40 11:45
Mook cobbiTwii - 2671-linux_debian
11:25 11:30 11:35 11:40 11:45

Puc. 6 — IIpubopHbIie maHe 4 u3 Habopa nanenei «[1o0ToK cOOBITHII»

Replicas

90

In Sync Replicas

90

Messages consumed per second

Under Replicated Partl. Partitions at mininimu.

0 0

Partitions under minin.

11:50 11:5¢ 12:00
11:50 11:55 12:00
11:50 11:55 12:00

MPON3BOAUTE/IbHOCTHU

Partitions not on prefe.

0

Lag by Consumer Group

Puc. 7 — IIpuGopHsbie nanenu u3 Habopa nanesnei «Kafka»

Ha npubopHoii maHen oTobpa)kaeTcs ceyroiasi tHGpopMarus:

HPEJZ[CTGBJIEHBI B BH/l¢ CUEeTUHKA:

\n . ALy Ao L
0 2 1210 ! e 1 T 0 T I " y )
max mex o
= flowba - 7
= beaver_s
- _con 78 628 = 1514mi oventlog) 301
Consumer Group Offsets Consumer Group Lag
Tim up partition topic 0 T n partition
2024-0917 beaver_elastic_group 7.00 2024-09-17 1514-microsoft_windows_eventiog 0.00 1514-microsoft_windows_eventlog
e termite_output_parsed 6293 40
122355 12:23:55
20240917 beaver_elastic_group 6.00 o 2024-0917 4.00
A v termite_output_parsed 6252 beaver_elastic_group termite_output_normalized 5
12:23:55 12:23:55
20240917 beaver_elastic_group 5.00 d 6240 2024-0917 b ' 0.00 " d o,
termite_output_parse 2 caver_elastic_grou termite_output_normalizec 5
122355 e 1223555 PE B



Topics: TomWku — 3TO KaTeropuu WM KaHajlbl, B KOTOPBIX TPOU3BOJUTENU (TIPO/HOCEPHI)
nyOMKyloT cooOImeHusi, a moTpeduTen (KOHChIOMEPBI) UHMTAlOT WX. KaKIbld TOMHMK
ripeicTaB/sieT co00M jlor COOBITHH, KOTOPBIN pa30MBaeTCsl HA HECKOJIBKO pa3ziesioB (partitions).
Partitions (Pa3genbl): Pa3genbl — 3TO JiorTMuecKWe eAWHMIbI TOMMKA, KaXAas W3 KOTOPBIX
TIpe/ICTaB/sieT OT[e/IbHYyH0 ouepe/ib COOBITHIN. Pa3zmenbl MCMOMb3YIOTCS /s pacrpezesieHus
Harpy3k" U rapasuiesibHOM 00paboTKH AaHHBIX. KomuecTBo pa3zienioB B TOMUKe 3a/1aeTCs TIPU ero
CO3/lJaHUM 1 OCTAeTCsl HeM3MeHHBIM BO BPeMsl ero XKU3HU.

Replicas (Peruiku): Peryinky — 3To KOMUY Pa3/ie/ioB, KOTOPbIE XPAHSATCS Ha pa3/IMUHBIX OpoKepax
(y3nax) Kafka. Perka obecrieuriBaeT Ha/|e)KHOCTh JAHHBIX, TaK KaK B C/Iydae OTKa3a JioOOro
oJHOro OpoKepa, AaHHbIe OCTAHYTCS AOCTYITHBIMHU Ha ero periuKax.

In Sync Replicas (ISR) (Perutiku B cuHxpoHu3aiuu): ISR — 3T0 Mo JMHOKeCTBO peryivK pa3zena,
KOTOpbIe HaXOJATCSl B aKTyallbHOM COCTOSIHWM W MOTYT CJlefloBaTh 3a JiufiepoM paszena (leader) B
peXkrMe peanbHOrO BpemeHH. JIugep paszena obOpabaThiBaeT 3amuch coobierwit, a ISR
obecrieurBaeT Ha/IeXKHOCTh M OTKA30yCTONUMBOCTD, TaK Kak, CJTH JIZep OTKasbiBaeT, ogHa u3 ISR
PEIIMK aBTOMaTU4YeCKH CTAaHOBUTCSI HOBBIM JIUZIEPOM.

Under Replicated Partitions (URP) (HegopernuijrpoBanHbie pa3genbi): URP — 3To KomMuecTBo
pa3zesioB, y KOTOPBIX He XBaTaeT [JOCTAaTOYHOTO 4vcsa peruivk. Ec Opokep He mMMeeT Bcex
HeOOXOJMMBIX PeIIMK /ISl pa3fena, 3TO CUUTAeTCs HeJJOPelTULUPOBAHHBIM Pa3/[e/IOM.

Partitions at Minimum ISR (Pa3gensl ¢ munumaneHbeiM ISR): KosmuecTBo pa3szenos, KOTOpbIe
umetoT ISR pa3mep, paBHbINi MUHHUMAabHOMY 3HaueHHIO, YCTAHOBIEHHOMY /il JAHHOTO TOTIHKA.
3TO oTpakaeTr, CKOJIBKO pa3/ie/ioB HaXO/SATCS B KPUTHUECKOM COCTOSIHUU OTKAa30yCTOWUYMBOCTH,
TaK KaK OHM MOTYT OBbITb HEJOCTYITHBI, €C/TU OJ[HA U3 WX PeIUIMK He (PYHKI[MOHUPYET [[O/DKHBIM
obpazom.

Partitions under Minimum ISR (Pa3gesnsl ¢ ISR Hiwke MuHuManbHOro): KonuectBo paszenos,
KoTopble uMeloT ISR pa3mep MeHbllle MUHMMATLHOTO 3HAUEHUs], YCTAHOBJIEHHOTO, /Jisi JaHHOTO
TOMUWKa. OTO TIpeynpeXkieHhe O TOM, UTO 3TH pa3/ie/ibl HaXOASTCS B YA3BUMOM COCTOSIHUH,
HY>K/Ial0TCs1 B OOJIbIIIEM KOJIMUECTBE PETUIHK it 00eCrieueHus: Ha/|e)KHOCTH JIaHHbBIX.

Partitions not on Preferred Node (Pa3zesnbl, He pacronioykeHHbIe Ha TIPEJTIOUTHUTE/ILHOM Y3/ie):
KosmmuecTBO pa3zienoB, KOTOpble HaxXOAATCSd Ha Opokepax (y3/7ax), He SIB/SIOIIAXCS
TIpPeJTIOYTUTETbHBIMU Y3/IaMH /IS TUX pa3fiesioB. [IpeArnouTuTe/ibHbIA y3ea — 3TO TOT Opokep, B
KOTOPDOM  [JO/DKeH  (M3Mueckd  pacrmosjaraTbCs — JIAiep  pas3fiefia [y ONTHMAabHON
TIPOU3BOIUTETILHOCTH.

IlpefcTaByieHsl B BU/je rpaduka:

9.

10.

11.

Messages in per second (CooOumienusi B cekyHAy): KosmuectBo cooOIieHuil, KOTOpbIe
MPOU3BOAUTENN MYOIMKYIOT B TOMHUK 3a OAHY CeKyHAy. OTa MeTpUKa OToOpakaeT CKOPOCTh
3aMKCH JJaHHBIX B TOITHK.

Messages consumed per second (Coo0iienusi, obpaboraHHble B cekyHAy): KommuectBo
coo011ieHni, KoTopble MoTpebuTe/ (KOHCbIOMephl) CUMTHIBAIOT U3 TOMUKA 3@ OJIHY CEKyHJy. JTa
MeTpHKa 0ToOpakaeT CKOPOCTh UTeHUs JJAHHBIX U3 TOTHKaA.

Lag by Consumer Group (OtcraBaHue 1o rpyrmre rnorpebureneii): OTcraBaHue — 3TO pa3HUIiA
MeXIy TocaeqHuM cMmelrieHnem (offset) coobrmieHusi, 3amMcaHHBIM B TOMHKE, U TIOCTEJHUM
CMellleHHeM, TIPOUNTAaHHBIM MTOTpebuTesIeM. JTa MeTPHKA TTOKA3bIBaeT, HACKOIBKO CHJIBHO IPyIIa
rorpebuTesiell OTCTaeT OT TEKYIIIero COCTOSIHUS TOTHKA.



IIpeacraByieHbl B BU/ie CIUCKA:

12. Consumer Group Offsets (CmeleHus rpyriisl notpeduresneii): CMellieHre — 3TO YHUKAIbHBIM
upeHTU(UKATOp KaKAOro coolieHusi B Tomuke. [l Kaxzgod rpymmbsl morpebureneit Kafka
XpaHUT UH(GOPMALUIO O MOCTeHUX CMEIeHHUsIX, KOTOPble ObUIM MPOYUTAHbI 3TOM IPYTINON.

13. Consumer Group Lag (3azep)xka rpynmbl rotpebutesneit): 3azep>xka TPYIIIbI TIOTpebuTenel -
3TO CyMMapHOe OTCTaBaHHWe TI0 BCeM IOTpeOuTessiM, BXOJSIIMM B ONpeZe/eHHYH TpYIIy
notrpebuTesieil. ITO MOKa3bIBaeT, HACKOJBKO IPyTINa MoTpeduTesnieil 0TCTaeT OT KOHLIA TOIHKA.

14. Number of Partitions (KoymuectBo pa3zeno): O6irjee KOJMUeCTBO pa3/ie/ioB BO BCeX TOMHMKAX Ha
kinactepe Kafka. Dta meTpuka oTpakaeT pa3bueHHe TOIMKOB Ha 0Oosiee MenKve eAVHUIIBI ISt
obecrieueHnst MacIITabMPyeMOCTH U Tlapaslie/lbHOM 00pabOTKY JaHHBIX.

15. Latest Offsets (ITocnegnue cMmelteHus): 3HaueHue cMmelteHusi (offset), koropoe cooTBeTcTByeT
MOC/IeIHEMY JOCTYITHOMY COOOIIEeHHI0 B KaXKJOM paszesie Tonvka. Kaxaelid pa3zen umeer CBOE
coOCTBeHHOe TIOC/IeiHee CMelljeHre, KOTOpOe YKa3bIBaeT Ha KOHeI] JaHHBIX B IAaHHOM pasjiere.

16. Oldest Offsets (Haumennblie cmeljeHusi): 3HaueHue cMetneHus (offset), Koropoe cooTBeTCTByeT
CaMOMYy CTapoMy ZOCTYITHOMY COOOILeHWIO B KaKIOM pa3zesne Toruka. Kakzapiii pa3zen vmeer
CBOé CcOOCTBEHHOe HavMeHbIllee CMellleHWe, KOTOpOe yKa3biBaeT Ha Hayuasjo AAHHBIX B JAHHOM
paszere.

OTU MeTPUKU SIBJISIFOTCS Ba)KHBIMU TIOKa3aTessiMU [ljii MOHUTOPUHTA U yripaB/eHus1 KjiactepoM Apache
Kafka. OHM 1OMOTarOT OTC/Ie)KMBATh TTPOU3BOAUTENBHOCTb, 0OHAPY)KUBaTh BO3MOJKHBIE MPOOJIEMbI U
NIPYHUMAaTh COOTBETCTBYIOLIME Mephl /1St obecrieueHust cTabuibHOM 1 3ddexTrBHOM padboTsl Kafka.

3.4. OpenSearch

Habop nmnpubopHbix maHeneii «OpenSearch» [JaeT BO3MOXXHOCTb MOHUTOPUTb  COCTOSIHHE
nipor3BoguTeibHOCTU OpenSearch 1o ciefyroiyM Kateropusim (cM. «Puc. 8»):

e (Cluster;
e Shards;
e Node;

e Documents;

e System.

OpenSearch

> Cluster (5

> Shards (5;

> Node (2 par

> Documents (5 panels)

> System (10 panels)

Puc. 8 — Cnncok npu0opHBIX NaHesieii u3 Habopa nanenei «OpenSearch»



Ha npubopHoii manemu oTobpakaeTcs cieaytoras HHGopMaLus:

OnucaHue NpUOOPHBIX NMaHe/Ien:

Cluster — Coziep>kut 00111ee COCTOSTHUE K/lacTepa, KOJIMUeCTBO WHAEKCOB, y3/10B (Hof) (cM. «Puc. 9»):

v Cluster

Indices Running Nodes Active Data Nodes Pending Tasks

93 1 1 0

Puc. 9 — IIpubopuas naneb «Cluster» u3 nHabopa naueneii «OpenSearch»

Cluster Status (Crtatyc Kaacrepa): OTa MeTpHKa IOKa3biBaeT 00Iljee COCTOsIHME KjacTepa
OpenSearch. OHa MOXeT uUMeTb pa3/MuHble 3HAaueHWs, Takue KakK «3ejieHbl» (green) - Bce
(yHKLMOHUDYeT HOPMaJbHO, «KenThii» (yellow) - HeKOTOpble PeryiMKU JIaHHBIX HeJJOCTYIHbI, HO
K/IacTep BCe paBHO paboTocriocobeH, W «KpacHbIM» (red) - HEKOTOPbIe OCHOBHbBIE IIIApPAbl
HeZIOCTYITHBI, UTO TIPUBO/IUT K MOTepe JaHHbIX U HapYIIeH!Io paboThl cepBuCa.

Indices (MHaeKchI): DTa MeTpUKa OTOOpa)kaeT KOJMUECTBO MHJEKCOB B Kiactepe OpenSearch.
Wnpekc mpexcTaBnser cobodi HabOp JOKYMEHTOB C TIOXOKMMM XapaKTepHCTHKaMU, KOTOpbIe
XpaHATCd BMecTe. MOHUTODUHT 3TOM METPUKM IIOMOTaeT OTC/IeKHUBATh POCT JAHHBIX,
OpraHu3aLuio B KacTepe.

Running Nodes (PaboTtaromiue y3/1b1): MeTprka «PaboTaroiye y3/bl» MOKa3bIBae€T KOITHMUECTBO
y3/10B, KOTOpbIe B HAaCTOsI1l[ee BpeMsi aKTUBHbBI U YUacTBYIOT B Kiiactepe OpenSearch.

Y3161 — 3TO OTAenbHble 3K3eMiisipbl OpenSearch, KoTopble cozep)kaT JaHHbIE W BBIMOTHSIOT
orepalyu C JaHHBIMA. MOHUTOPUHT 3TOM METPUKH T'apaHTHUPYET, UTO BCe Y3JibI pab0TOCIIOCOOHBI
Y CIIOCOOCTBYIOT MPOU3BOAMTETBHOCTH KJlacTepa.

Active Data Nodes (AKTHBHbIe y3/bI C JaHHbIMH): MeTpuka «AKTUBHbIE Y3/bl C JaHHBIMU»
yKa3sbIBaeT KOJIMYeCTBO y37I0B, KOTOpbIe cojiepykaT JiaHHble B Kjactepe OpenSearch. He Bce y3/b1 B
Kjactepe 00si3aTeslbHO XpaHSAT JlaHHble, TaK KakK HEKOTOpPble MOTYT CAY)XKUTb TOJBKO Kak
KOOpAMHATOPbl WM  y3/bl-MacTepa. OTc/ie)kMBaHWe 3TOM  MeTPUKM TIOMOraeT — TOHSTh
pacripeiesieHre U 0asaHC JAHHBIX B KJIacTepe.

Pending Tasks (Oxxuparomue 3ajaud): OTa MeTpUKa I[10Ka3blBaeT KOJIMYECTBO 3aiay,
O’KWJAIOIIUX BhIMOJHeHUs B Kinactepe OpenSearch. 3agaur MoryT BK/ItOUaTh OTepalivy, Takie Kak
VHZIEKCUPOBaHUe, TIOUCK UM 00C/Ty>KUBaHUe KjiacTepa. bosibiiioe KOMMUeCTBO OXKUJAMOIIUX 3azayu
MOJKEeT yKa3bIBaTb Ha TO, UTO KJlacTep Ieperpy>KeH WM UCIbIThIBAeT MpoO/ieMbl, CBsi3aHHbIE C
TIPOU3BOIUTE/IBHOCTBIO.

Shards - Undopmanys o mapgax v ux coctossHusix (cM. «Puc. 10»):

~ Shards

Active Shards Active Primary Shards Initializing Shards Relocating Shards Unassigned Shards Delayed Unassigned Shards

93 93 0 0 0 0

Puc. 10 — IIpu6opHasi nanens «Shards» u3 Hadopa nmaHeseit «OpenSearch»

1. Active Shards (AkTuBHbIe mapjabl): MeTprka « AKTHBHBIE 11ap/ibl» OTpakaeT KOJMYeCTBO 111ap/ioB,

KOTOpble B HacCTosiillee BpeMsi aKTUBHbI W (YHKUMOHUPYIOT B Kractepe OpenSearch. Ilapg

Tipe/icTaB/sieT co0OM OCHOBHYIO eAMHHIYy AaHHbIX B OpenSearch u moxer ObITh /MO0 OCHOBHBIM

1ap/ioM (XpaHUT TePBOHAYAbHYIO KOIHIO JAHHBIX), MO0 PeryiMKoi (KOMusi OCHOBHOTO IIapAa [iIst



obecrieueHWss OTKa30yCTOWYMBOCTH). MOHUTOPUHT 3TOH METPUKM TIOMOTaeT 00ecreuuThb
JOCTYTHOCTb M pacripejiefieHre JaHHbIX.

2. Active Primary Shards (AKTHMBHBbIe OCHOBHBIe MIapAbl): JTa MeTpPHKA TIPeJCTaB/seT COOOM
KOJIMUEeCTBO aKTUBHBIX OCHOBHBIX 11ap/ioB B KiacTepe OpenSearch. OcHOBHbIe 11ap/ibl OTBETCTBEHHbI
3a 00pabOTKy omepariyii YTeHUs U 3alTUCH JJaHHbIX, KOTOPbIe OHU COZIep>Kar.

3. Initializing Shards (MHunuanusupyomuecs mapabl): Metpuka «/IHULMaIM3MPYIOLLMECs 1apAbl»
MOKa3bIBaeT KOJMUeCTBO IapZ0OB, KOTOpble B HACTOsilee BpeMs HaxXOAATCS B  IpoLecce
vHULManu3anyu. [apapr mpoxoaT 3Ty a3y rpu CO34aHUHM WM TP BOCCTAHOBJ/IEHUH TTOCTIe COOsI.
BosbI110e KoMuecTBO MHULIMATU3UPYIOLMXCS 111ap/j0B MOXKeT YKa3blBaTh Ha TO, UTO KJ/lacTep BCe ellle
BOCCTaHABJ/IUBAETCsI TI0C/Ie HeJIaBHETO COOBITHSI.

4. Relocating Shards (ITepememjaromuecsi map/bl): JTa MeTpUKa MOKa3bIBaeT KOJIWYECTBO I1ap/0B,
KOTOpbIe TepeMeljaloTcsi C OHOrO y3/ia Ha JIpyrodl BHYTpH Kjactepa. OpenSearch aBTOMaThuecKu
OanaHcUpyeT pacripefie/ieHHe [AHHBIX, TlepeMelnasi IapAbl, KOrAa A00aB/sIOTCS WM yAa/ISIOTCS
Y371l WJTH TIPOMCXO/IUT TepebasaHCUpPOBKa KiacTepa.

5. Unassigned Shards (He Ha3HaueHHbIe mapAbl): MeTpuka «He HazHaueHHbIe Iapbl» 0TOOpa)kaeT
KOJIMYEeCTBO I11ap/l0B, KOTOpble B HACTOsilllee BpeMsi He Ha3HaueHbl HU Ha OJUH y3e/l B KJjacTepe
OpenSearch. 3To MOXeT MPOMCXOAWUTL BO BpeMsi MHUL[MA/IM3aL[UM KlacTepa WX KOr/ia BO3HHKAIOT
nipo0JieMbl C pacripe/ieieHueM y37I0B.

6. Delayed Unassigned Shards Illapasi (IIIapabl ¢ 0T/10)keHHBbIM Ha3HaueHHeM): Metpuka «I1lap/b
C OTJIO)KEHHBbIM Ha3HaueHHeM» T0Ka3biBaeT KOJIMUeCTBO 111ap/i0B, KOTOPble He Ha3HaUeHbl, HO UMElT
3a/lep>KKy B Ha3HaueHUU. ITO MOKET MTPOMCXO/IUTh, KOT/]a BHITIOTHSIFOTCS MTPOLIeCChl BOCCTaHOBJIEHMUS,

W Ha3HAaUe€HHEe He Ha3HAUeHHBbIX IIdap/0B OTK/1aAbIBA€TCSA Ha HEKOTOPOe BpeMs.

Documents - COCTOSTHUSIX JOKYMEHTOB B IlIapZax, ouepe/siX, pa3mepax MHAEKCOB (cM. «Puc. 11»):

~ Documents

Documents indexed Index Size

Documents 228Mil 23TMil 230Mil  2.31 Mil Index Size 141GB 3.46GIB 343GiB 3.46GiB

Documents Indexed Rate Query Rate

fedotov 915 921 917 916

Queue Count

Puc. 11 - TIpubopHas naHesns «Documents» u3 Habopa naxesei «OpenSearch»



Documents Indexed (3amHaeKcMpoBaHHBIE JOKYMeHTBI): OTa MeTpUKA I[IOKa3biBaeT oobiiee
KOJINYeCTBO JIOKYMEHTOB, TIPOMH/IEKCHPOBaHHbIX (T.e. J00aBlIeHHBIX WM OOHOB/IEHHBIX) B K/lacTepe
OpenSearch. OHa 103BO/sIET OLIEHUTh POCT JaHHBIX U AKTUBHOCTb WH/EKCALUH.

Index Size (Pa3smep uHjaekca): Metpuka «Pa3mep HHjeKca» OTOOpa)kaeT OOILWi pa3Mep BcCeX
WHJeKCOB B Kiactepe OpenSearch. MOHUTOPUHT 3TOM MeTPUKHU BaXkeH [I/Isl YIIPaBJ/IeHUsT XPaHUUILEM
Y TIOHUMaHKs1 00beMa JJaHHBIX B KJ/lacTepe.

Documents Indexed Rate (CkopocTb WHJeKcalud [JOKyYMeHTOB): Metpuka «CKOpOCTh
WHZIEKCAl[MU ZIOKYMEHTOB» YKa3bIBaeT Ha CKOPOCTb /00aBjieHUs HOBBIX JOKYMEHTOB B KJacTep
OpenSearch. 3To momMoraet MOHATh MPOITYCKHYIO CIIOCOOHOCTh UH/EKCALUY, TIPOU3BOJUTE/TBHOCTD.
Query Rate (Ckopoctb 3anpocoB): MeTrpuka «CKOpPOCTb 3alpocoB» OTpakaeT YacTOTy
BBITIOJTHEHUSI TIOMCKOBBIX 3aripocoB B KiacTepe OpenSearch. MOHUTOPUHT 3TOM MeTPUKU BakKeH [IJist
OLIeHKU MPOU3BOJUTEIbHOCTH MOMCKA U BbISIBJIEHUS] BO3MOXXHBIX Y3KUX MeCT.

Queue Count (KosmuecTtBo 3anpocoB B ouepegu): MeTprka «KosmuecTBO 3ampoCOB B Oouepeiun»
oToOpa’kaeT KOJIMUECTBO OKUAAIOLIUX TMOUCKOBBIX W WH/EKCUDYIOIIMX 3arlpOCOB B Ouepef.
Bonbiioe KosvMuecTBO 3arpocoB B Ouepefy MOXKeT YKa3blBaTb Ha TO, UTO KJlacTep WCIBITbIBAeT

TPYJHOCTH C 00pabOTKOM MOCTYTMAIOIINX 3aITPOCOB.

System - Hpopmanust 06 O3Y u SWAP g OpenSearch, motpe6sierrie Heap (cm. «Puc. 12»):

~ System

Total Memory Total Memory Free
1.94 GiB 7 278 MiB

Thread Pools Thread pool rejections

RX/TX Rate 5Sm Avg Heap in 15min GC seconds

™ 0 0 o 0 fedotov 39.3% 46.4% 421% 405 fedotov old fedotov young
Puc. 12 - IIpubopHas nanens «Documents» u3 Habopa naHeseit «OpenSearch»

Total Memory (O6masa namare): Metpuka «OO0i11iast mamMsiTb» Mpe/icTaBsieT co60i 001uii 06bem
NaMsATH, A0CTynHou mnpoueccy OpenSearch. Ba)KHO OTC/IeKUBAaTh 3Ty METPHUKY, UTOObI yOequThCs,
YTO K/1acTep pacriojiaraeT A0CTaTOUHbIM 06beMOM MaMsITH /11 00paboTKY CBOelt HarpysKu.

Total Memory Free (CBo6ogHasi mamaTe): Metprka «CBoOOZAHas MaMsTh» MOKa3bIBaeT, CKOIBKO
u3 o01ell rmamsTy B HacTosilljee BpeMsl JOCTYIIHO WM He ucronb3yercss npoieccom OpenSearch.

BaxHo nmeTh A0CTaTOYHO CBO6OAHOﬁ MaMATHU OJ1d ONTHUMaJIbHOM MPOU3BOAWUTE/IbHOCTH.



Thread Pools (ITysibl moTokoB): MeTpuka «I1y/bl MOTOKOB» MpefocTaB/sieT WH(GOPMALIMIO O My/ax
TIOTOKOB, HUCTOJb3yeMbIx OpenSearch fyis pa3MuHBIX OTeparui, TakKux Kak TOWCK, WHAEeKCHPOBaHHe
Y TlaKeTHbIe 3arpochl. MOHUTOPUHT MCII0/Ib30BaHUS MYJI0OB MOTOKOB TIOMOTaeT OL[eHUTb COCTOSTHHe
CUCTeMbI U TIPOU3BOJUTETBHOCTb.

Thread Pool Rejections (OTka3sbl my/10B NoTOKOB): MeTpuka «OTKa3bl My/I0B TIOTOKOB» YKa3bIBaeT
Ha KOJIMUeCTBO pa3, Korja MyJbl TTOTOKOB OTK/IOHW/IM BXO/SIIIMe 3aripOChl M3-3a BBICOKOW Harpy3Ku
WIA OrpaHuueHuid pecypcoB. OTKa3bl MOTYT TPUBECTH K CHW)KEHUIO TIPOW3BOAUTENbHOCTH U
nipobieMam ¢ 06CTy>KUBaHUEM.

RX/TX Rate 5m (Ckopoctb RX/TX 5m): Metpuka «Ckopocts RX/TX 5M» oToOpakaeT CKOpPOCThb
npuema (RX) u nepesaun (TX) ganHbix kiactepoM OpenSearch 3a mepyof B 5 MUHYT. JTa MeTPUKa
Ba)KHA /IJI MOHUTOPUHTA CETEBOT0 Tpa(uKa U BhISIB/IEHUS] BO3MOXKHBIX TMPOOJIEM C CEThIO.

Avg Heap in 15min (CpegHuii 06beM Kyuu 3a 15 muHyT): Metpuka «Cpeanuii o0beM Kyuu 3a 15
MUHYT» TIpe/ICTaB/sieT 000l cpesiHee UCTOMb30BaHue oObeMa Kyur (heap) mamsTtu 3a 15-MUHYTHBIH
uHTepBas. Kyda mamsiTi BakHa [y mpousBogutenbHocT OpenSearch, 1 MOHUTOPUHT CpeHETO
WCTI0/Tb30BaHUs IIoMoraeT o0ecrieunTsb 3¢ heKTUBHOE yIipaB/ieHre TaMsThIO.

GC seconds (Bpems paboTsl coopimuka mycopa): Metprka «Bpemst paboTel cOopIiyka Mycopa»
MOKa3bIBaeT BpeMsi, 3aTpaueHHOe COOPIIMKOM Mycopa Ha OCBOOOK/IeHHe IMaMsTh OT OOBEeKTOB,
KOTOpbIe 00JIbIlle He UCIOb3YIOTCS. [IrTesibHOoe BpeMst paboThl COOpIIMKAa MycOpa MOKeT TIOB/USITh

Ha MPOM3BOJUTE/IbHOCTD K/laCcTepa, I03TOMY MOHUTOPUHT 3TOM METPUKH BaXkKeH.

Node - VH(opmariyist 0 COCTOSIHUM XOCTa, Ha KOTOPOM yCTaHOBJ/IeH KOMITOHEHT «OpenSearch».

CPU Basic - rpaduk 3arpy3ku npoijeccopa.

Network Traffic Basic - rpaduk 1crosib30BaHus CETH.

3.5. CtatTuCcTuka notoka

HPI/IGOpHaH naHenb CTaTHCTHKA II0TOKA npegHadHauye€Ha A4 MOHUTOPHUHI'A CTATUCTUKHM IIOTOKA

COOBITHI U COAEPXKUT YeThIpe pa3zena (cMm. «Puc. 13»):

Cratuctvka notoka

> 06Wwan MHpopMaumna (6 panels)
> 06paboTYMK COBBITUIA (4 panels)

> Koppenstop

> TabNU4HbIE CMTUCKKU (2 panels)

Puc. 13 — Cnucok npuGopHbIX MaHe/ el U3 Habopa maHesreit «CTaTHCTHKA MOTOKa»

e OO6uias nHbopMaLs;

e O6paboTUrK COOLITHIA;



e Koppenarop;

e TabyMyHbIe CIIUCKU.

OO6mas uHGopMaIus - CO/IEP)KUT JaHHbIE O TIOTOKe COOBITHH (cM. «Puc. 14»).

CraTcTika NoToka

~ D6uian nHpopmauua

CymMMapHBIii NOTOK COBbITHA 3afepwKa pa3Gopa BXOAALLETO NOTOKA COBBITHA MO HCTOUHHKY

9.22 eps

3agepwka pas6opa BXOARILErO NOTOKA COBLITHI

43 msg

3apepHKa 3aNUCH COBBITHII Ha XpaHeHHe

37 msg

3apepka 06paboTKM COBLITHI Ha KOPPENALIMIO

7 msg

3apepmKa 0TBeTa 0GPALLEHMA K TABNHYHBIM CIHCKaM

Ous

Puc. 14 — IIpubopHas nanens «O0mas undopmanus» u3 Habopa nanesreit «CTaTHCTHKA MOTOKa»

CyMMapHbIii TOTOK coObIiTHIi B eps (events per second): KonnuecTBo coOBITHH, KOTOpBIE
noctymnaioT B cuctemy SIEM 3a ofjHy ceKyHAy. JTa MeTpHKa IMOKa3biBaeT OOIIyI0 MHTEHCUBHOCTb
MOCTYTIIEHUsT COOBITHI U TIOMOTAeT OTIpe/ie/INTh, HACKOLKO Harpy>keHa CHCTeMa.

3ajiep)KKa pa30opa BXOJsIIEro noToKa co0bITHH M0 MCTOUHHKY: Bpewmsi, Tpebyemoe a5t pa3bopa
(06paboTKHM) COOBITHSI C MOMEHTa €ro TOCTYIUIEHHWsS B CUCTEMY [0 CO3/laHUsl CTPYKTYPHPOBAHHOTO
coobireHus (message). 3aiep>KKa U3MepSIeTCsT /I/1s1 KaXKJJ0T0 UCTOUHHKA COOBITHI OT/Ie/TbHO.
3asepkka pa3bdopa BxojsIero nmoroka codprruii: OOimjee Bpemsi, Tpebyemoe st pa3bopa Bcex
BXO/ISIIIIUX COOBITUM W TIpeoOpa30BaHUsI WX B CTPYKTypUpOBaHHbIe cooOiieHust (message). OTa
MeTpHKa Mpe/iocTaB/sieT HGOPMaLMIO 0 TPOM3BOIUTE/ILHOCTH pa3bopa B 1]e/I0M.

3ajep)KKa 3amuMcH COOBITMH Ha XpaHeHHe: Bpewms, 3aTpaurBaemMoe Ha 3alucCh COOLITUN B
XpaHWIHIIIE.

3ajepxka 00paboTKH COOBITHII Ha Koppesanuio: Bpems, 3aTpauriBaeMoe Ha 06pabOTKy COOBITHIA
riepesi OTTIPABKOM WX Ha 3Tan KOppesysiuu. 3ajiep)kKKa U3MepsieTCss B Tipoliecce rpeobpa3oBaHUs
COOBITHI B CTPYKTYPUPOBAHHBIE COODIIeHHSI.

3aiep)KKa oTBeTa oOpaleHHs K TaO/IMUHBIM CcUCKaMm: Bpewms, HeoOXomumoe /ijisi BBITIOTHEHUS

3dIipoca K TaO/IMUHBIM CITHCKaM. JTa METPpHKA MOXXeT OBITHL CBSI3aHA C MPpOU3BOAUTE/IbBHOCTBIO 0as3kI



JaHHBIX W/ ADPYTHUX XPAaHW/IWUIL AdHHBIX, HWCII0/Ib3YeMbIX [OJ/I1 XPaHEHHS I/IHCl)OpMaL[I/II/I O CIIMCKe

MpaBUJI WIN JPYTUX 1dHHBIX.

O6padoTunK COOBITHI - COIEP)KUT JJaHHBIE O TTOTOKe COObITHH (cM. «Puc. 15»).

CTaTKCTHKE NOTOKS *

> 06wan nHdopmauna
~ 06paboTYMK COGLITHIA

CKOPOCTE HTEHUR COBLITHI 3 6ANAHCHPOBLLMKA CyMMapHbIfi NOTOK COBITHI Ha 3Tane pasopa

CKOPOCTH UTEHKA GANAHCHPOBLLMKS 858 977 912 915 termites_total_parser_sumfinstance="127.0.0.1:6676", job="cm-metrics} 760 115 925

06Wan NPoH3BOANTENBHOCTE CymMMapHbBIA NOTOK COBBITHA Ha aTane HOPMAanH3aUHK

termites_total_normalizer_sumfinstance="127.0.0.1:6676", jobs"cm-metrics} 760 115 925

CyMMapHBIA NOTOK COBBITHIA Ha aTane oGoralleHua

14:38 14:42 444 14:48

ermite_17230250111_master_avg{instance="127.0.0.1:6676", job="cm-metrics’ 670 126 922 930

Puc. 15 — IIpubopHas nanenb «O0padoTuuk coObITHI» U3 Habopa naHesell «CTaTHCTHKA MOTOKa»

1. CkopocTh uTeHHUsI COOBITHH M3 0a/TaHCHPOBIMKA: JTa METPUKA OTpPa’kaeT CKOPOCTh, C KOTOPOU
TePMHT YMTaeT COOBITHS U3 OaTaHCUPOBIIHKA.

2. OO0masa Npou3BOAUTE/NBHOCTh: [IPOM3BOAUTENTLHOCTL TEPMUTA.

3. CkopocTb 00paboTKH COOBITHI MO MCTOYHUKY: DTa METPHKA YKa3bIBaeT Ha CKOPOCTh 00pabOTKH
COOBITUH [T KaXKJOr0 WCTOYHMKA. OTO TI03BOJISIET BBIIBUTH WCTOYHMKA C HaubOJIbILEH
WHTEHCHUBHOCTBIO COOBITH.

4. CymMMapHbIil Jlar 3alMCH Ha XpaHeHHe: 3aJiep)kKKa, KOTopas MOKeT BO3HMKHYTh NIpPY 3alvcCHh
00paboTaHHBIX COOBITHI B XpPaHU/IUIIIE JAHHBIX.

KoppensaTop - Coziep>kKUT JaHHbIe O TIOTOKe COOBITMH NpaBWJI KOPPeNsLU M Jlare 3alycy COOBITHH B
6ase faHHbIX (CM. «Puc. 16»).



~ Koppensatop

MoTok coBbITHA NPaBKn KoppensLk

CyMMapHbIil nar 3anucy pesyntTaTos koppensumn & B[l

Puc. 16 — IIpuGopHuas nanesns «Koppensirop» u3 Hadopa naHesreii «CTaTUCTHKA MOTOKa»

CyMMapHbIi MOTOK COOBITHI Ha 3Tame Koppeasmuu: KoinyecTBO COOBITHE, KOTOpbIE TMPOXOISAT
yepe3 MpoLeCC KOPPEeJISILIUY, T/le aHaTU3UPYETCsl CBSA3b MEXK/Y Pa3/IMUHBIMU COOBITHUSMU /IS BBISIBIEHUSI
TOTEHIMATBHBIX YTPO3 WM aHOMaJIHH.

Tab/uuHbIe CIHUCKH - COJIEPXKUT [JaHHbIE O TIOTOKE COOBITHUH TpaBWU/ KOPPENSLUU U Jiare 3arycH
coObITHIH B Oa3e faHHBIX (CM. «Puc. 17»):

v TabnuyHble cnuckn

3apepxKa OTBeTa 06PALLeHNS K TABNHSHbIM CHCKaM

CyMMapHbifi NoToK KT cnuckam (QPS)

Puc. 17 — IIpu6opHas naHesnb «TaduuHble ciMcKW» U3 Habopa naHenel «CTaTHCTHKA MOTOKa»

1. 3aaepxka oTBera oOpaijeHHsi K TaO/IMUHbIM cnuckam: Bpewms, koropoe Tpebyercst AJst
BBITIOJTHEHUS 3aI1pOCa K TaO/TMUHBIM CITUCKAM.
2. CyMMapHbIi MOTOK 3ampocoB K TabimueabiM cnuckam (QPS): KosmuectBo 3ampocos,

KOTOPbI€ BBITTO/THAKTCA K TaO/IMYHBIM CITHCKAM 3a OOHY CEeKyHAOY.



4. OnemeHTbl ynpaBsieHUA BUgXxetamu
NPUOOPHLIX NaHesneun

[Ipu wjenyke crpaBa OT Ha3BaHUs BUKeTa (rpaduka/AuarpaMMbl) OTKPbIBaeTCS MEHIO, C TOMOLbIO
KOTOPOT'O MO>XHO BBITNIOJIHUTH C/Ieflyroiue ferucTBus (cM. «Puc. 18»):

View - packpheITe rpadurka/auarpaMMbl Ha Bech 5KpaH IlnaTdgopmbl Pagap;
e Share - noseUTHCS NaHesbIO B BU/Ie MIPSMOM CChUIKM, CHUMKA W/TM BCTDOEHHOM CChIJIKY;
o Inspect - KOppeKTHPOBKa 3arpoCOB U yCTPaHEHHe HeTlo/a/[0kK;

e More (toggle legend) - oTobpakeHue/CKpbITHe Ha TpadriKe ereH/bl.

v Basic CPU / Mem / Net / Disk

CPU Basic +
100% @ View = v L
g Share @@ ps

@ Inspect = i »
50%

@ More... >
25% A
0% === —
11:20 11:25 11:30 11:35 11:40 11:45
Busy System === Busy User == Busy lowait Busy IRQs === Busy Other Idle

Puc. 18 — Menio pa6otsI ¢ rpadukom/guarpamMmoit

[Tpy HaBeJeHWMHM Kypcopa Ha KOHKDETHYIO TOUKY B rpaduke, Oyner rpeacraBieHa 6Oosee moApoOHast
vHdopMalys, Takast KaK JjaTa MojyyeHrst MeTPUK U 3HaueHUst MeTpuK (cM. «Puc. 19»).

Network Traffic Basic +

3 Mb/s
2 Mb/s
1 Mb/s 2024-09-17 11:16:30
Ob/s recvens192:  13.6 kb/s
recv lo: 785 kb/s
-1 Mb/s trans ens192:  1.50 kb/s
-2 Mb/s I trans lo: 785 kb/s
-3 Mb/s
11:05 11:10 11:15 11:20 11:25 11:30
recv ens192 recv lo trans ens192 trans lo

Puc. 19 — ITpocMoTp AaHHBIX Ha rpadUKe B yKa3aHHOI BpeMeHHOI TOUKe



MpunoxeHue 1. NepevyeHb MeTPUK MOHUTOPUHra Nnardgopmbl Pagap

No Mertpuka pyc. Merpuka HasHaueHHne MeTpUKH Epuanna Busyanusanus
aHIJI. H3MepeHust
O6umii Mmouutopurr Quick CPU / Mem / Disk:
CPU Busy
1 3arpy3ka LieHTpajabHOI0 CPU Busy OTobpaxeHue MpoLIeHTa 3arpysku | o
Tiporjeccopa LIeHTpaJIbHOT'O TIpolieccopa
Sys Load (5m avg)
Cpeasa crcTeMHar Sys Load | Otobpaxenue CpeaHero 3HaUYeHUs
2 | Harpy3ka 3a nocjiefHue 5 . %
(5m avg) CUCTeMHOM Harpy3ku 3a nocjefHue 5 MUHYT
MUHYT
)
. 12% |
Sys Load (15m avg)
Cpensss CHCTeMHast OTobpaxeHue cpeziHero 3HaueHUs
Sys Load N
3 | Harpy3ka 3a IOC/IefHUe CUCTEeMHOM Harpysku 3a nocinesnue 15 | %
(15m avg)
15 munyT MUHYT
RAM Used
4 Vcnonb3yemas RAM Used OToOpa)keHHe  TIPOLIEHTa  UCIIOJIb3yeMOoH %

OriepaTUBHasA MaMsaTh

OTepPaTUBHOM MAMSTH

50% |




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJI. H3MepeHust
SWAP Used
OtobpakeHWe TPOLIEHTa  WCTIO/b30BAHUS
Wcnonezyemas SWAP- NaMATH,  BbIIEJIEHHOMN JIl  XpaHeHHUs
5 y SWAP Used & 4 PAHERNA | o
amsThb HeaKTHWBHBIX [JaHHBIX U3  OIMepaTUBHOM
namsTU l
Root FS Used
OTtobpaxeHue OLIeHTa  WCIO0JIb30Ba
Hcrnonesyemass Root FS- | Root FS | TOPPOKEHME  TPOUCHTA - HCIHOMb30BAHNA o
6 MamsTd, BblJEeJIeHHOUW Jj1  KOpHeBou | %
aMsITh Used N .
(haiinoBoii cuCcTeMbI
35.1% )
Konmuecto sanep CPU Cores
OTtobpaxkeHue KO/IM4YeCcTBa anep
7 | LleHTpaJbHOIO CPU Cores LLT.
LIeHTpa/ILHOT'0 TIpolieccopa 4
rporjeccopa
OTobpaxxeHue KOJIMueCcTBa aMATH, RootFS Total
8 | Root FS-namsts RootFS Total | BeigenenHoW s KopHeBoM  abinoBoit | T'urabaiit .
CHCTeMBI 98 GiB
OT06 . RAM Total
9 | OnepaTtuBHas NamaTh RAM Total TODDAXEHHE  KOMMACCTBA  ONEPATHBHOM | /o Gaitr
namsTH 12 GiB
OTobpaxxeHue KOJIMueCcTBa aMATH, SWAP Total
10 | SWAP-namsth SWAP Total | Bblie/IeHHOM [iji1  XpaHeHWs HeaKTUBHbIX | ['wrabaiit .
JIaHHBIX U3 OTlePaTUBHOM MaMsATH 8 GiB
0106 Uptime
: ToOpakeHUe KO/IM4yecTBa BpeMeHU
11 | Pabouee Bpems Uptime 6 P 60iiHOM D6 P Hepens
eCriepeoorHOU PAOOThI 979 weeks

O0wwuii morutopuHr Basic CPU / Mem / Net / Disk:




Ne Mertpuka pyc. Metpuka Ha3naueHne MeTpUKU Epununa Busyanusanus
aHrI. H3MepeHust
OtoOpakeHre B BHJe rpadyKa JUHAMUKU
V3MeHeHUs] TpoLieHTa 3arpysku
LJeHTPaJbHOTO IIpoLieccopa 3a BbIOpaHHBIN CPU Basic
repuos;,  BpeMeHM ([0  YMOJ/IYaHMIO: 100%
nociegave 30  MMHYT), a  TaKke o
BbasoBsii YPOBEHb oToOpaxkeHue pilely1v¢ 3aTPYXKEHHOCTH | BpeMs B
12 | sarpysku ueHTpasbHOro | CPU Basic CleyIOIIUMU TIpoLieccaMu: v_o% o
rporeccopa - Cucremoti; 25
- Tlomb3oBarenem; - :
— Iowait; 10:35 10:40 10:45 10:50
_ IRQ-3aHpOCﬂMI/I; Busy System mm Busy User =m Busy lowait Busy IRQs == Busy Other dle
- Ilpounm;
- Idle.
OrtobpakeHre B BHJe TpadyKa JUHAMUKU
W3MeHeHUsT  ceTeBoro  Tpadduka  3a Nework Traffic Basic
BbIOpaHHBIN TIepHo[, BpeMeHU (o 10 Mors
ymonuaHuto: mnociefnue 30 wmuHyT). Ha | X — Bpems sw
13 Ba3oBsri ceTeBOM Netwprk . rpaduke 0ToOpakarTCA creayolye Y — Mb/s obss
Tpadduk Traffic Basic | ¢yHKimm: bits out (-) v
- recv eth0; bits in (+) )
- recv 10; v 10:50 10:55 11:.00 11:05 1110
_ trans ethO; recv ethl w= recvio == transethd == transio
- trans lo.
OrtobpakeHre B BHe TpadyKa JUHAMHUKH
W3MeHeHHWss  TOTpeOJieHWe  OINepaTUBHOM ‘
MaMsTH 3a BbIOPAHHBINM TIepro/, BpeMeHH (110 oon emeneese
ymomuaHuto: mociefsnue 30 wmuHyT). Ha
basosoe notpebsenue | Memory rpaduxe oTobpaxaercs CIepyromat | Bpems o
14 aMATH Basic uHopmaIs: Y -GB, MB, B R -
- RAM Total; ’ ’
B RAM Used; o 11:35 11:40 1145 11:50 11:55
- RAM Cache + Buffer; RAM Total RAMUsed == RAM Cache+Buffer — RAMFree == SW
- RAM Free;

- SWAP Used.




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus
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BaszoBoe wmcnosb3yemoe
JIUCKOBOE MPOCTPaHCTBO

Disk  Space
Used Basic

OTtobOpaxkeHne B BUe rpaduika AUHAMUKA
WICII0/Tb30BaHUsI JUCKOBOTO TIPOCTPAHCTBA 3a
BbIOpaHHBIH TIepuo/, BpeMeHH! (o
yMo/iyaHut:  nociegHue 30 MUHYT).
OtobpaxaeTcs vHpopMaLus 06
WCTIONb30BaHUM  MaMATH  CJIeAYIOIIUMU
KaTajioramu:

- KopHeBbIM KaTanorom («/»);

- /run

- /run/lock

X — Bpems
Y-%

Disk Space Used Basic

1155 12:00 12.05 1210

Jrun frun/lock

O6mmmit Mmoautopunr CPU / Memory / Net / Disk
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LleHTpansHBIN TIpoOLIeCCop

CPU

OTtobpaxkeHue JVHAMUKA V3MeHeHUs
MpoLIeHTa 3arpy3Kku L[eHTPaTbHOTO
Tporjeccopa 3a BbIOpaHHBIH 1eproi BpeMeHH
(o ymosuanwuto: rocyiefinye 30 MUHYT).
[laHHble BBIBOAATCS B BUJAe rpaduka U
TabJIULIBL.

Ha rpaduke oTobpakaeTcs TeHZAEHLUS
V3MeHeHMsl TpOLIeHTa 3arpy3Kd Mpolieccopa
3a TIepyo/] BpeMeHH.

B Tabmuue BeBoguTcs uHDOpMauus 0
MUHHMAJIbHBIX, MaKCUMaJIbHbIX, CPeJHUX U
TeKYIIHX 3HaUEHMSIX CIIeIyIOLIX
rapameTpOB:

- System — cuCTeMHble TIPOLIECCHI,
BBITIOJTHSIIOIIIMECS] B PEXKUME sI/pa;

- User - 0OblYHBIE  TIPOLIECCHI,
BBITIO/THSIIOIIIHECS B
TI0/Tb30BaTE/ILCKOM peKIME;

- Nice - ysydJlleHHble TIPOLIECCHI,
BBITIOJTHSIEMBIE B T10JIb30BaTe/bCKOM
pexXuMme;

- Idle — 6e3xeticTBUE;

- Jowait — oxujgaHue 3aBeplUeHUs
BBO/]a-BbIBO/a;

- Irq — npepwiBaHMs 00CTYy)XUBaHUS
Irg;

- Softirq — obcnyxuBaHue softirgs;

- Steal — Bpems, 3arpaueHHOe B
JPYTUX OIepalyoHHbIX CHCTeMax

X — Bpems
Y-%

100%

80°

607

rcentage

405

P

CPU

1245 1250 12:55 13:00

System - Processes executing in kemel mode 4.67 2.27 6.36 5.93

User - Normal processes executing in user mode 1287 9153

Nice - Niced processes executing in user mode 0 0 0 0

- |dle-W

ting for something to happen 290.93




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

nipu paboTe B BUPTYasibHOU Cpefie.
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CerteBotii Tpadduk

Network
Traffic

OTtobpaxeHue JVUHAMUKU V3MeHeHHUs
ceTeBoro Tpadduka 3a BLIOpAHHBIN MEPUOJ
BpeMeHU (MO yMmomyaHuw: Tocieguve 30
MUHYT).
HaHHble BLIBOAATCS B Bufe rpaduka u
TabULBL.
Ha rpaduke orobpaxkkaeTcsi TeHZAEHIUS
W3MEeHeHUsT CKOPOCTU OTITPABKH/TIO/TyUeHHSs
MaKeTOB TPOLIeccopa 3a Mepro/ BpeMeHH.
B Tabmue BeBOAMTCS WHDOpMAIUS O
MHUHUMAJIbHBIX, MaKCUMaJbHbIX, CPeAHUX U
TEKYLL[I/IX 3HAUEHUSX CJIAYIOUMX (DyHKLIMI:
CKOPOCTB ToTyueHus: naketos eth0;

- CKOpOCTb MOJTyY€eHH s TIaKeToB 1o;

- CKOpOCTh nepeziaur naketoB ethO;

- CKOpOCTh Iepe/iauu nakeTos lo.

X — Bpems
Y — Mb/s
bits out (-)
bits in (+)

=1
@
o

10 Mb/s

-10 Mb/s

eth0 - Receive
lo - Receive
eth0 - Transmit 35

lo - Transmit

Network Traffic

12:45 12:50 12:55 13:.00

min max avg

6.86 kb/s 46.6 kb/s

489 kb/s 577 Mb/s

ra
o
w

61.5kb/s

489 kb/s  5.77 Mb/s

10.9 kb/s

3.80 kb/s

current

12.6 kb/s

952 kb/s 551 kb/s

935b/s

952 kb/s  551kb/s
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Crek

OTIepaTUBHOU

IIaMATH

Memory
Stack

OtobpakeHHe JUHaAMUKH V3MeHeHUs
WICTI0/Ib30BaHUsI  OTIepaTMBHOW MamsTH  3a
BbIOpaHHBIN TIepuof, BpeMeHU (o
yMo/yaHuro: nocaegHue 30 MUHYT).

[aHHble BBIBOAATCS B Bufe rpaduka u
TaOJTUILIBL.

Ha rpaduke oTobOparkaeTcs TeHAEHLUS
W3MeHeHHsI UCII0/Ib3yeMoro obbema MaMsTH
3a TIepHo/; BpeMeHH.

B Tabmuue BeIBogMTCS UHGOpPMALMSA O
MHUHHMAJIbHBIX, MaKCUMaJbHbIX, CPeJHUX U
TeKyIIMX 3HAueHUSIX HCIIO/b3yeMOM MaMsTH
CJIeIyIOLIMMU CepPBUCAMU Y TIPUJIOXKEHUSIMU:

- Apps — TmTamsTb, UCIOJb3yemast
TIPUJIOXKEHUSIMU T10JTb30BaTeTbCKOTO
TIPOCTPAHCTBA;

- PageTables - NamsTh,
UCIo/b3yeMasi [JIsl COIIOCTaB/IeHUs
aZipecoB BUPTYa/IbHOU u
(hu3ryecKoit mamsTy;

- SwapCache - mamsTs,
OTCJIE)KUBAET _CTPAHUIb],

KOTOpast
KOTOpbIe

X — Bpems
Y -GB, MB, B

bytes

14.0GiB

Memory Stack

Cache - Parked file data (file content) cache

Buffers

Unused -

Swap - Swap space used

- Block device (e g harddisk) cache

13.058 13:10 1315

81.24 MiB
Free memory unassigned 5.66 GiB

1.83GiB

1320

1.52 GiB

81.26 MiB

5.68 GiB
1.83 GiB




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

ObLTM W3BJIEUEHBI U3 Swap, HO elle
He ObUTH M3MEHEHbI;

- Slab - namare, ucnonab3yeMas
SIAPOM [i/if1 KSIIUPOBAHHUS CTPYKTYP
JAHHBIX ISt COOCTBEHHOTO
WCTI0/Ib30BaHus  (HarpuMep, inode,
dentry u T.11.);

- Cache — coxpaHeHHBI! K31 JaHHBIX
(hatina (comepxumoro daiina);

- Buffers — ksm-nmamsTh ycTpolicTBa
OJIOKUPOBKU (HarpuMep, >XeCTKOTO
JIACKa)

- Unused — KoJMuecTBo CBOOOJHOM
TIaMsITH;

- Swap - WCII0/Ib3yeMoe
TIPOCTPAHCTBO TOAKAYKH;

- Hardware Corrupted - o06bem
OTiepaTUBHOM  TaMSITH, KOTOPBIM
PO OTIpe/ieTnI0 Kak
TIOBPEeXX/IeHHBIH / Hepaboumid.
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Hcnonb3yemMoe IHCKOBOE
MPOCTPAHCTBO

Disk
Used

Space

OTobpakeHHe [WHAMHUKW — HCTIOb30BaHUs
[IUCKOBOTO TIPOCTPAHCTBA 3a BBIOPAHHBIN
rnepyuos;,  BpeMeHH ([0  YMOJYaHUIO:
nociegHue 30 MUHYT).
[anHble BBIBOASATCS B BuAe rpaduka u
TabJIULIBL.
Ha rpaduke oTobpaxaeTcsa TeHAEHLVS
W3MEHEeHUsI UCTI0JB3yeMOT0 O0beMa MaMsATH
3a TIepyo/] BpeMeHH.
B Tabmuue BeBOAMTCS WH(OpMAIUS O
MUHUMAa/IbHbIX, MAaKCUMAa/bHbIX, CPEIHUX U
TEKYL[UX 3HAUEHUSIX HCIO/Ib3YeMON MaMsATH
CJTeAYIOIINMH KaTaIoraMuU:

- KopneBpM KaTasorom («/»);

- /rum

- /run/lock.

X — Bpems
Y -GB, MB, B

bytes

18.6 GiB

run/lock

un

15.05

Disk Space Used

1510 1515 15:20
min max avg current

0B 0B 0B

14.551 MiB 114.590 MiB 14570 MiB 114

34.585 GiB 34,589 GiB 34.587 GiB 34.589 GiB




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus
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Hcnonb3oBaHue
omepaluii BBOJA-BbIBOJA
Ha [UCKe

Disk I0ps

OTtobpaxeHue JUHAMUKA Y3MeHeHUs
CKOpOCTH OIlepaliuii BBo/la-BbIBOaA.
[JaHHble BBIBOJATCS B BuUAe rpaduka U
TabMULBL.
Ha rpaduke orobpaxkaeTcs TeHIeHIUsS
W3MeHeHUs CKOpPOCTH orepanui
BBOZIA/BBIBOJA AT UTEHWs/3allMCH  3a
BBIOPaHHBIN MTEPUO/ BpEMEHH.
B Tabmuue BeBoguTcs uHMOpMauus 0
MUHUMa/IbHbIX, MaKCUMalbHbIX, CPeJHUX U
TeKYyIL[UX 3HaueHUsIX CKOPOCTH OTiepaLuit
BBO/Ia/BbIBO/IA:
- CkopocTh omepauuii BBOZa/BbIBOJA
J71s1 3aBeplieHusl UTeHUs;
- CKopoCThb omepaLii BBOZA/BbIBOJA
JU/1s1 3aBepLIeHUs 3aM1CH.

X — Bpems
Y —io/s

io read (-)
io write (+)

10 read (-} /

20io/s

15i0/s

z 10io/s

-5iofs

vda - Reads completed

vda - Writes completed

Disk 10ps

15:30 15:35 15:40

min max avg current

Qio/s 0.133i0/s 0.028

0.0667 io/s

4.80i0/s 15.3 io/s 12.7 io/s
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Wcnone3oBanue
orepaluii BBOZA-BbIBOZA
JIJIs1 YTeHUs1/ 3alucu

/O  Usage
Read / Write

OTobpakeHHe JUHAMUKYA WU3MEHEeHUs] 00bemM
TIPOYTEHHBIX/3aMMCaHHbBIX 6aiuT Tpu
orepalysaX BBO/Ia-BbIBO/IA.

IaHHble BBIBOJATCS B BUAe rpaduka U
TaOJTUILIBL.

Ha rpaduxke TeH/IeHIVS
W3MEeHeHHUs obbeMa
MPOUTEHHbIX/3aNIMCAHHBIX OaWT 3a Mepuo/
BpEMeHH.

B Tabnmuue BbBoguTcs uHpopMauus 0
MUHUMa/IbHbIX, MAaKCUMalbHbIX, CPeJHUX U
TEKyI[UX 3HaueHusx oObema OalT mpu
BBITIOJTHEHUU OTiepaLivii BBOJa/BbIBO/Ia:

oTobpakaeTcs

- 00beM  yCIemHo  MPOYHUTAHHBIX
0aToB;
- 00beM  yCHemHo  3arMCaHHbIX

0aiiToB.

X — Bpems

Y - GB, MB, B
bytes read (-)
bytes write (+)

122K

97.7KiB

&
8
8
=z

24.4KiB

-24KiB

1/0 Usage Read / Write

min max avg current

8192008 546133B

33867KB 105333KiB 60.136KiB

34.400KiB




Metpuka

Ne Mertpuka pyc. AHIL

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

I/0
Times

BpeMsi  ucCnosib30BaHUsS
BBO/Ia-BbIBO/IA

2 Usage

W3MeHeHHs
onepauuiit

OTtobpaxkeHue JUHAMUKA
BpeMeHU WCTI0/Th30BaHUs
BBO/Ia/BBIBOJIA.

HaHHble BLIBOAATCS B Bufe rpaduka u
TabJTULIBI.
Ha rpaduke
V3MeHeHUs
oreparui
BPEMEHH.

B Tabaune

oToOpa)kaeTcsi  TeHJEHLUS
BpeMeHH WCII0/Ib30BaHMs
BBOJIa/BBIBOJIA 33  TIEpUO[

BBIBOJUTCA MHWHHMaJ/IbHOE,
MdKCHMaJ/IBHOE, cpeaHee u TeKyljee
3HauYeHue BpeMeEHU, 3dTpayeHHOe Ha
BBITIOJTHEHHE Ol'[epa]_[I/Iﬁ BBO/Ja-BbIBO/id.

X - Bpems
(Tekymiasi mara
U Bpemsi)
Y - Bpewms
BBITIOTHEHUSI
orepanuu

time

800ms

600 ms

400 ms

200ms

vda - Time spent doing 1/0s

1/0 Usage Times

min max avg current

966.933ms  997.600 ms 966.933 ms

O6umii MonuTopunr Memory Meminfo:

Memory
23 AxkTtuBHasi/ HeakTuBHas Active /

MamsTh .
Inactive

OToOpakeHHe TUHAMHKU U3MeHeHUs 00beMa
aKTHBHOM U HeAaKTHBHOM MaMsITH.

HaHHble BBIBOAATCS B Buie rpaduka u
TabJTUILIBL.

Ha rpaduke orobpa)kaeTcsi TeHAEHIUS
M3MeHeHHss 00bemMa aKTMBHOW/HEeaKTHBHOM
MaMsITH 3a TIEPUO/] BpEMEHH.

B Tabsuile  BLIBOAWTCA  MHWHUMAbHOE,
MaKCHMaJ/IbHOe U CpejiHee 3HaueHWe oObeMa
AaKTHBHOM M HeAaKTHBHOM MaMSITH.

X — Bpems
Y -GB, MB, B

bytes

954 MiB

Memory Active / Inactive

16:40 16:45 16:50 16:55 17:00
min max avg

d. It is more eligible to be reclaimed for oth 11968 120GiB 12068

n used m and usually not reclaimed unless absolutely necessary ~ 1.986iB 204 GiB  2.006GiB

HeTtam3anus
rHpopMaLu o
aKTMBHOI/  HeaKTHBHOU
amsTH

Memory
Active /
Inactive
Detail
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OTobOpakeHHe TUHAMHKU U3MeHeHUs 00beMa
AaKTHMBHOM U HeaKTHUBHOM IaMsATH.
[anHble BBIBOASATCS B BuAe rpaduka u
TabJIULIBL.
Ha rpaduke oTobpaxaeTcsa TeH[eHLUS
U3MeHeHUss o0beMa aKTUBHON/HeaKTUBHON
MaMsTH 3a TIEPUOJ, BPEMEHHU.
B Tabnuile BBIBOAWTCA MHHUMAJILHOE,
MaKCHMa/IbHOe U CpefHee 3HaueHWe obbeMa
aKTUBHOM M HEAaKTUBHOM MaMATH IIO
C/TeYIOIIUM TTapaMeTpaM:
- Inactive_file — mamaTe c daiinoBoit
TO/IZIEP>KKOM B CITUCKE HEaKTWBHBIX
LRU;

X — Bpems
Y -GB,MB, B

bytes

on - Anonymous and swap cache on active least-recently-used (LRU) list, including tmpfs

Memory Active / Inactive Detail

st, including tmpfs (shmem) 286.49 Mil

284,03 Mil




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

— Inactive_anon — AaHOHUMHLIA WU
MOJKauMBaKOIIUM K311 B  CIIHCKe
HeakTHBHbIX LRU, BKmouas tmpfs
(shmem);

- Active_file — mamsaTe c ¢aitoBoi
TOAJIeP>)KKOM B aKTUBHOM CIHCKe
LRU

- Active_anon - aHOHUMHBIN K31 U
K3LI TMOJKAYKW B CMMUCKe aKTUBHBIX
HanMeHee WICTIONb3YyeMbIX B
nocnenHee Bpemsi (LRU), Bkmouast
tmpfs
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3advkcupoBaHHas
MaMsTh

Memory
Commited

OToOpakeHHe TUHAMUKU W3MeHeHUs 00beMa
MaMATH, BbIZIeIEHHOW B JaHHBIM MOMEHT
BpEMEHH U [OCTYITHON /JIs BBIJEJIEHUS B
cHcTeMe.

[anHble BBIBOJATCS B BUAe rpaduka U
TaOJTUILIBL.

Ha rpaduke
W3MEHEeHUs
TaMsITH.

B Tabnuue BLIBOAWUTCA  MHWHUMAJBHOE,
MakCHMMa/bHOe,  CpefiHee M  TeKyllee
3HaueHue 3apUKCUPOBAHHOW TTAMSITH:

- Committed_AS - o0bemM NamsTy,
BbIJIeJIEHHBIA B CHUCTEMe B JIJaHHBIN
MOMEHT.

- CommitLimit - o00beM mamsaTH,
JIOCTYTTHBIA B JJaHHBIM MOMEHT [i/ist
BbI/I€/IEHUS B CUCTEME

oToOpakaeTcss  TeHJEeHIIUs
obbemMa  3aMKCHPOBAHHOMN

X — Bpems
Y -GB,MB, B

14068

Memory Commited

bytes

= CommitLimit- Amount of memory cul

7:05 17

ently available to be allocated on the system

10 1715 17:20
min max avg  cument
1516GB 152068 1517Gi8 1517 GiB

1386GiB  13.86GIB 13.86GiB 13.86GiB
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ObpaTtHasi ~ 3anuch
MaMSITh U 3arpsi3HEHHEe

B

Memory
Writeback
and Dirty

OtobparkeHue AUHAMUKU M3MeHeHus1 o6beMa
MamsITH,  KOTOpas  HCIO/Mb3YeTcs s
o0paTHOIA 3arucy.

ManHble BLIBOAATCS B Bufle rpaduka u
TabULbBL.

Ha rpaduke orobpakaercst TeH/EHLIHsI
v3MeHeHMss oObeMa TaMATH [y 0OpaTHOM
3aTUCH.

B Tabaune
MaKCHMaJTbHOE,

BBIBOJUTCS ~ MUHHMMAJIbHOE,
cpefHee W TeKyllee

X — Bpems
Y -GB,MB, B

17:20

ck - Memory which is acti

Memory Writeback and Dirty

1725 17:30

written back to disk 0B

(-]

28.00 KiB

17:35 17:40

max avg current
08 08 0s
0B 0B 08

384.00KiB  229.25KiB

260.00 KiB




Metpuka Epununa
p Ha3HaueHne MeTPUKH A 1

MeTtpuKa pyc.
P py aHIJI. U3MepeHust

Busyanusanus

3HaueHWe oObema mamsaTu A1 obpaTHOM
3amucy:

- Writeback - o0bem mnamsary,
KOTOpasi aKTHUBHO  3alHChIBAETCS
06paTHO Ha AUCK

- WritebackTmp - o06beM mnamsaTH,
HCIO/Ib3YeMBbIN FUSE JJ1s
BpeMeHHbIX OydepoB  obpaTHOI
3ar1Cy;

- Dirty — 06beM namsTH, OXKUJAIOLINH
00paTHOM 3aITMCH Ha JIUCK.

OToOpakeHHe TUHAMHKU U3MeHeHUs 00beMa
ob1ieit MaMsTH u naMsaTd  [Jyis
COTIOCTAaBJIEHUS.

HaHHble BBIBOAATCS B Buie rpaduka u

TaOJTUILIBL.

Ha rpaduke orobpaxkaeTcsi TeHAEHIUS

W3MeHeHUst 0ObeMa 0OLIel MamMATH U MaMsTH

[JIs1 COTIOCTABJIEHUSI.

B Tabsuue BBIBOAWUTCS  MHHUMAJIBbHOE,

MaKCHMa/bHOe U CpejiHee 3HaueHue obbeMa Memory Shared and Mopped

ob1ieit MaMsTH " namsaTd  [yis w2vim

COTIOCTABJIEHUS:

Memory - MaPped — WCToJib3yeMasi TIaMsATh B

Ob6ras u taiinax crpanul, Kotopble Obun | X — BpeMms

COTIOCTABJIEHHAS TTAMSITE e COTIOCTABJIEHBI, TaKUX kak | Y - GB, MB, B e

Mapped 616 )
nbIMOTEKY;

- Shmem - wcnonb3yeMasi o6ias S L S s e T s s
MamMsTh (COBMECTHO HCIIO/Ib3yeMast
HECKOJIbKUMU TIpOIieCCaMH,
BK/IIOYasi, TaKUM 06pa3oM, AWCKU
OTiepaTUBHOU MaMsITH);

- ShmemHugePages -  mamsrs,
ucrionb3dyemasi  shared  memory
(shmem) wu tmpfs, Beigensemas
HugePages;

- ShmemPmdMapped -  O6bem
obmeit mamsatu  (shmem/tmpfs),
nojiiep>kuBaeMblii HugePages.

bytes

min max an

473.03 %

217N

08 08 4




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus
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ITamare Vmalloc

Memory
Vmalloc

OToOpakeHHe TUHAMUKU U3MeHeHUs 00beMa
MamsTH, UCI0/b3yeMoit  (yHKIMel sifpa
Linux «VMalloc».

[aHHble BBIBOAATCS B Buge rpaduka u
TabULBL.

Ha rpaduke oTobpaxkaeTcs TeH/eHIUS
v3MeHeHHss 06beMa MamsiTH, UCIO/Ib3yeMOu
ans VMalloc.

B Tabsuile BLIBOAWUTCA  MHWHUMAJbHOE,
MakcuManbHOe,  CpefHee UM TeKyllee
3HaueHWe 00beMa TMaMATH, UCIO/b3yeMOu
anst VMalloc»:

- VmAllocChunk — camblii 60sbInoObN
cMeXHbIl 610Kk obsactu vmalloc,
KOTOpBI CBOOO/IEH;

- VmallocTotal — obumii pa3mep
o6mactu mamaTu vimalloc;

- VMallocUsed - 06bem
ucrosb3yemotii obaactr vialloc

X — BpeMms
Y -GB,MB, B

bytes

9.09TiB

VmallocChunk - Largest contigious
VmallocTof

VmallocUsed - Amount of vmalloc area which is used o

Memory Vmalloc «

17:45 17:50 17:55 18:00 18:05

min max avg  curent

of vmalloc area which is free 0 0B 0B 0B

Total size of 3200TiB 3200TiE 3200TiB

emory area 32.00

0B 0B 0B
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ITamsars Slab

Memory Slab

Memory slab — 370 o6BekT sapa, KOTOpBIH
M03BOJISIET [TUHaMHUUeCKd BbIeNISITh OI0KH
naMsiTd W3 o0o3HaueHHOW obsactu. Bce
60k mamsTd B slab umeroT eauHBIM
(UKCUPOBaHHBIM pa3Mep, 4YTO II03BOJISIET
3¢ }eKTUBHO BBIIENATH U OCBOOOXK/IATH UX,
n3berast pparMeHTaUy MaMsTH.

MeTpuKa T0Ka3blBaeT AUHAMUKY HM3MeHeHHs
o0beMa MamsTH, UCTob3yemon st Slab. B
MeTpHKe oTobpakaeTcs crefyonas
vHpopMarys:

- SUnreclaim — uacts Slab, kKotopas
He MOXeT OBbITh BOCCTaHOBJIEHA;

- SReclaimable — gacts Slab, koTopas
MOXeT ~ OBITh ~ BOCCTaHOBJIEHA,
HarpyuMep, K3ILH.

HdanHele BbIBOAATCS B BHUAe rpaduka U
TabuULpBI.

X — Bpems
Y -GB, MB, B

es

byt

238 MiB

191 MiB

143 MiB

95.4 MiB

47.7MiB

0B

Memory Slab

18:10 1815 18:20 18:25 18:30 18:35
min max avg current

laim - Part of Slab, that cannot be reclaimed on me ure 95.02MiB  9543MiB 95.26 MiB  95.26 MiB

mable - Part of Slab, that might be reclaimed, such as caches 9717MiB  9725MiB 9721 MiB 9725 MiB




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Memory Bounce -
1B
0.800B
Bounce: [TamsTb, ucnionb3yemas fjs bounce
2024-10-03 10:02:30
bUfferE (6y¢)epa OTKa3OB) GHOHHLIX 0.6008B Bounce - Memory used for block device bounce buffers: 0B
CTPOMCTB. "
Memory yerp X — Bpems £
30 | ITamsTe Bounce Bounce Mertpuka 1nokaselBaeT AUHAMUKY HU3MeHeHUs Y _GB. MB. B & gane
ob6bema mamMsTH, UCII0/Ib3yeMot /st Bounce. ’ ’
[aHHble BBIBOAATCS B Buae rpaduka u D208
TaO/IULIBL. ve
10:05 10:10 10:15 10:20
min max avg current
Bounce - Memory used for block device bounce buffers 0B OB OB 0B
MeTpuKa mokasblBaeT JUHAMUKY W3MeHeHUs
06bemMa aHOHUMHOM TTAMSITH.
M Al
JaHHble BLIBOAATCA B BMZe rpaduka u ermony Anonymots
4.66GIB
TabJIULIBL.
Ha rpaduke oTobpaxaeTcs TeH[eHLUS 273688
V3MeHeHHsT 00beéMa aHOHMMHOHM MaMsATH 3a —
TIepuo/; BpeMeHU. £
31 | AHOHUMHas NIaMATh Memory B P T;fGni e BBIBOJAUTCA MHWHUMA/bHOE X —Bpems e
Anonymous ! A > Y-GB,MB, B )
MaKCUMa/lbHOe,  CpefjHee M TeKyllee 954 M
3HaueHWe 06beMa aHOHUMHOMW TIaMSITH: 08
10:25 10:30 10:35 10:40 10:45 10:50
- AnonHugePages - mnamare Ha . - R
dHOHUMHBIX HugePageS; AnonHugePages - Memory in anonymous huge pages 1200 MiB 1200 MiB  12.00Mig  12.00 MiB
- Anonpages —_ TI1IaMAThb Ha AnonPages - Memory in user pages not backed by files 3.77 GiB 3926GiB 3.85GiB 3.9z2GB
M0J/1b30BaTe/IbCKUX CTpPaHULIAX, He
noJiiep>kruBaeMast aiiiamu.
MeTpuka nokasblBaeT JUHaMHKy HW3MeHeHHsI Memory Hugepages Gounter -
KOJIMYeCTBa CTpaHUL| HugePages U
oTobpakaeT CJie/[yIOIIye apamMeTphbl: oe00 20241003 10:41:00
HugePages_Free - Huge pages in the pool that are not yet allocated []
Memory - HugePages_Free — HugePages B X ﬁ: A (A R R B G
nyJje KOTOpbIe ere He — Bpems o
32 | Cuetuuk HugePages HugePages leICHi)e,ELe}'IEHLI’p . v HﬁlgePages 0200
; -
Counter _ H P R d - H P ! 10:45 10:50 1055 11:00 11:05 110
ugePages_Rsv ugePages, ns
KOTOPBIX ObLIO TIPUHATO pEIIeHHe O HugePages Fee- Huge pages nthe p it ot et alocated o o
HugePag: - Huge pages for which a commitment tc om the pool has been made, but no allocation has .. 0 0
BLIAeHEHI/II/I I/I3 Hyﬂa’ HO B])I'qeﬂeHI/Ie HugePages_Surp - Huge pages in the pool above the value in /proc/sys/vm/nr_hugepages 0 0

elife He ObLIO MPOU3BE/IEHO.




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Memory HugePages Size
MeTpHKa TI0Ka3bIBaeT AUHAMHKY M3MeHeHHst zaamE
obbema namsitu At HugePages. 191MiB
[aHHble BBIBOJATCS B BuUfAe rpaduka u
143MiB
TabMULBL. .
Memory £
Pasmep namsiTi Ha rpaduke orobpakaercssi TeHzeHIus | X — Bpems 3 g77km
33 HugePages
HugePages Size u3MeHeHuss obveMa mamsTu i HugePages | Y — GB, MB, B .
3a IepUO/, BpEMEHU.
B Tabsuile  BBIBOAWTCS  MHHHMAJILHOE, os o1 - 12as 2o e o
MaKCHMasibHOe U CpejHee 3HaueHue obbema min  max  cumem
IaMAaTHu AH;[ Hugepages HugePages - Total size of the pool of huge pages )] 0B oe
Hugepagesize - Huge Page size 200MiB 2.00MiB 2.00MiB
Memory Kernel / CPU
MeTtprka [eMOHCTpUDYeT, KaK MeHseTCs 57208
00bEM MaMsITU, KOTOPOH YMpaBsieT siapo, U a7vie
Npe/loCTaBIIsieT Cefyolye JaHHble:
[TamsaTe anpa / - KernelStack — cTek mamsTu simpa (He 3
34 | LeHTpanbHOro Memory TOAJ1eXXUT BOCCTAaHOBJIEHUIO) X —pewi )
N 19.1MiB
4 Kernel / CPU $ ’ Y - GB, MB, B
riporieccopa - PerCPU - o00beM mamMaTd Ha 954MB
KaKIbld TpoLieccop, AUHAMHUUeCKU I . . e .
pacripefie/iseMblii  3arpy>kKaeMbIMH e —
KernelStack - Kernel memory stack_ This is not reclaimable 0.13MiB 052MiB  10.19MiB 1048 MiB
MOAyﬂHMH PerCPU - Per CPU memory allocated dynamically by loadable modules 5558 MiB 5558 MiB 5558 MiB  55.58 MiB
Memory DirectMap
11.6GiB
MeTpuKka [eMOHCTpHUDYeT, KakK MeHseTCs :
00BEM TIAMATH, KOTOPAas MCIIO/B3YETCS [t 2316
DirectMap u orobpakaeT CJieAyIOIIYIO
6.98 GiB
vHpopMaLyio: -
. Memory - DirectMap2M - KO/MuecTBO | X — Bpemst B 4escm
35 | ITamsaTe DirectMap .
DirectMap cTpaHull, otobpakaembix ¢ Takum | Y — GB, MB, B -
pasmepom; :
- DirectMap4K - KOJIMYeCTBO e - s . e -
CTpaHMI], OTOGPaKEHHBIX C TaKUM ' h h i - . .
paBMep0M DirectMap2M - Amount of pages mapped as this size 11.32 GiB 11.32 GiB 1.32 GiB

DirectMap4k - Amount of pages mapped as this size 699.85MiB  699.85MIB  699.85 MiB




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Mertprka nokasblBaeT JWHaMUKy HW3MeHeHHsI
obbema maMsATH, KOTOpasi 3ab/I0KMpOBaHa Memory Unevictable and MLocked
WM HeJJOCTYIIHA /1Sl U3BJIeUeHusT:
- Unevictable - o0BeM za
Memory HEBOCITPOM3BOAUMOM MaMsTH,
36 3abnokupoBaHHast u | Unevictable KOTOPBI He MOXeT ObITh 3aMeHeH | X — BpeMsi L
HEeIOCTYMHast IIaMsITh and T10 LIe/IOMY DSy TIPUYKH; Y -GB, MB, B .
MLocked - MLocked - ©pasmep crpaHuL, 0
1410 1415 14:20 1425 14:30 1435
3a0/IOKUPOBAHHBIX B TMaMsiTH C
HOMOmb}O CI/ICTEMHOFO BbIBOBa U'@,‘/uablsrﬁnmmt’afm/&‘.\cia:e"‘E’im"/fﬂat cant i@*"'" ‘“ﬂ miﬂ'zra variety of reasons ZSZFE jE-’l GIB  254GiB Z:Q‘f\E
MLocked - Size of pages locked to memory using the milock() system call 253GiB 254GiB 254GB 254GiB
mlock().
Memory NFS
1B
08008
2024-10-03 14:16:00
aTa MeTpI/IKa AeMOHCTppreT I/IBMeHeHI/IH B 06008 NFS Unstable - Memory in NFS pages sent to the server, but not yet commited to the storage: 0B
00béMe MamsTH, OTBEeJEHHOM /i1 CTPAHU X — Bpems ]
37 | Ilamare NFS Memory NFS ’ A A PaHHL, p 5 pawe
KOTOpble ObUTM OTIpaB/ieHbl Ha cepsep, HO | Y — GB, MB, B
ellé He NiepeflaHbl B XpaHWIMLLE. 02008
0B
1420 1425 14:30 1435 1440 1445
min max avg current
NFS Unstable - Memory in NFS pages sent to the server, but not yet commited to the storage 08 0B 0B 0
OOuwmii MmonuTopuHr Memory Vmstat:
Memory Pages In / Out
100
0
JTa MeTpUKa [eMOHCTPUpPYeT U3MeHeHue _
KOJMYeCcTBa OMepaluil Cco  CTpaHULaMHU £ 100
pat parut X — Bpems
Memory TaMsITH 3a TIepUoJ, BpeMeHU: =
Bsog/BeIBO/ CTpaHuL| . Y — pages 3 200
38 Pages In / - Pagesin — onepauyu BBOZIa CTpaHuL] . g
aMsITU pages in (+) g
Out - Pagesout - omnepauuu BbIBOJA 300
pages out (-)
CTpaHuL]
- 15:50 15:55 16:00 16:05 16:10 16:15
min max avg current
Pagesin - Page in operations 0 853 0.546 1.07

Pagesout - Page out operations

355 344 688 70.4




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Memory Pages Swap In / Out
_ 1.50
X — Bpems 3
Bxitouenne/Beikmrouenve | Memory JTa MeTpUKa [eMOHCTpUPYeT W3MeHeHHe Y — pages =
39 | moakauku ctpanul | Pages Swap | KonuuecTBa omnepauuii swap in/swap out co a e[; 5’1 +) i
2 0,500
ramsTy In/ Out CTpaHWL|aMU NIaMSITH 3a [1epuo/, BpeMeHU pag =
pages out (-)
0
15:55 16:00 16:05 16:10 16:15 16:20
min  max avg current
Pswpin - Pages swapped in 0 187 00918 0.0667
Pswpout - Pages swapped out 0 0 0 0
Memory Page Faults
OTa MeTpuKa J[eMOHCTpUpYeT H3MeHeHue
KOJIMUECTBA OLIMOOK Ha CTPaHMLAX MaMATH 1K
3a  nepuoj  BpeMeHu.  OtobOpaxkaetcs 750
vHpopMaLs O C/IeYIOIUX OIUOKAX: X — BpeMms = -
I 5
Memory - Pgfault - OCHOBHbBIE ulY - cbou
40 | COou CTpaHHUL] TAMATU 250
Page Faults He3HauuTe/bHbIe cOOU Ha cTpanuLle; | (OLIMOKM) 2
- Pgmajfault — ocHoBHBIe cOou Ha 0
16:00 16:05 16:10 16:15 6:20 16:25
CTpaHHLE, o wex wg oun
-  Pgminfault — nesnauureneHBIE COOM Pgfauit - Page major and minor fault operations 21253 17K 33882 24913
B pa60Te CTPpaHULIbI Pgmajfault - Major page fault operations 0 087 0.04 0
Pgminfault - Minor page fault operations 21253 117K 33877 24913
OOM Killer — 310 Mexanusm siipa Linux,
KOTOPBIi 0cBOOOXIaeT OrepaTUBHYHO 0OM Killer
namMaTb IIpU e€ uCuepliaHuM 3a Cuér 1
TIPUHYUTE/ILHOTO 3aBepLIeHUs] HEeKOTOPBIX
3aMyIIeHHbIX TPOLIeCCoB. 1 peoe
0.600
Korma B cucreMe Mano mamMaTtd U | X — BpeMs %
41 | OOM Killer OOM Killer | ocBoboguth eé HeBozmoxxHo, OOM Killermo | Y — cpabotku 8 ano
ornpeie/IEHHBIM TIpaBU/iaM BbiOupaeTr oxuH | OOM Killer

npotiecc ¥ 3aBepuiaet ero. OcBoOoAUBILIASCS
MaMsATh TepesaéTcsi B pacIopsDKeHHe sijpa,
KOTOpOe MOXKET TpeJOCTaBUTh €€ IpPYTUM
nporjeccam

KOJITYECTBO

MeTpuka  JieMOHCTpUpYeET

0.200

16:20 16:25 16:30 16:35

oom killer invocations

16:40 16:45
min max avg current

0 o 0 0




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
«cpaborok» OOM Killer 3a mnepuoz
BpEMEHH.
O0wuii MoauTopuHr System Timesync:
Time Syncronized Drift
JTa MeTpUKa JeMOHCTpUpYeT MOIPEeLIHOCTb 25
IIpU CUHXPOHM3ALMU BpeMeHU. B MeTpuke
oToGpaXkaeTcsi cieyomas MHGOpMaLus: 10
8 s
Time - PacuetHas MOTPeIHOCTh B 8
CpBur BpeMeHHU . X — Bpems
42 Syncronized CeKyHfIax 500 ms
CHHXDPOHU3aLUA . Y — cekyHbI
Drift - CwmemjeHue 10 BpeMeHU MeXAY
Os
JIOKa/IbHBIMH CUCTeMHBIMHU u 17:30 17:35 17:40 17:45 17:50 17:55
3Ta/IlOHHBIMU YacaMu min  max  avg curent
_ MakcumasabHast HIOTPelIHOCTb B Estimated error in seconds 0s 0s 0s 0s
CeKVHIAxX Time offset in between local system and reference clock 372ns 126ps 351ps 372ns
y 'q Maximum error in seconds 842 ms 174s 1295 174s
Time Syncronized Status
1.00
1.00
MeTpuKa MOKa3bIBaeT C/le/lyrOIie CTaTyChl: 1
. - CUHXpDOHM3UDOBaHbI JIM 4Yachl C g
Craryc BpeMeHU Time HazleXkHbIM cepBepoM (1 = ga, 0 = X —Bpems g 1w
43 y P Syncronized A pPBep Ad, Y - craryc, Co
CHUHXDOHM3ALUN HeT); 100
Status yacToTa

JlokanbHasi pery/vipoBKa TaKTOBOM
YaCTOTbI

1.000

1.000

17:35

17:40 17:45 17:50 17:55 18:00

Is clock synchronized to a reliable server (1 = yes, 0 = no) 1 1

Local clock frequency adjustment 1.00 100 100 1.00




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Time PLL Adjust
a9
g
Time PLL Metpuka [I0Ka3bIBaeT KO/mMuecTBo | X — Bpems £
44 | Bpems perynupoBku PLL Adiust peryjMpoBOK BpeMeHH LMKaa C ¢a3oBoit | Y — KOMI-BO 8
) aBTOTIO/ICTPOMKOM peryJMpoBOK .
5
17:40 17:45 17:50 17:55 18:00 18:05
min max avg current
Phase-locked loop time adjust 7 7 7 7
Time Misc
12.5ms
10ms
Metpuka 10Ka3bIBaeT crefyoye , 750ms
napameTpsl Time Misc: X — BDEMS -
. . . . . - & 5ms
45 | Time Misc Time Misc —  Seconds between clock ticks; P
Y — cekyH/bI
- CwmeleHue MeKyHapOJHOT0 250ms
aTtoMHoro BpeMenH (TAI) .
) 17:45 17:50 17:55 18:00 18:05 18:10
min max avg current
Seconds between clock ticks 10ms 10ms 100ms 10ms
International Atomic Time (TAl) offset 0s O0s 0s 0s
OOumii MonuTopuHr System Processes:
Processes Status
20
MerTpuka JIeMOHCTpPUPYET H3MeHeHHe
CleylOIMX  CTaTycoB  [IpOLIeCCOB  3a 15
orpe/ie/IEHHBIN TTePUOJ, BpeMeHH: )
Processes - KonunyectBo 3ab/I0KUPOBaHHbIX | X — BpeMst g
46 | Craryc npoLeccoB Status TMpOLIeCCOB, oxuparonmx | Y — KOJ-BO ;
3aBeplieHue oriepalldy | MpOLeCCoB :
BBO/1a/BbIBO/1a; ,
- KomnnuectBo paﬁOTOCl‘IOCOﬁHOM 18:55 19:00 19:05 19:10 19:15 19:20
COCTOHHI/II/I min max avg current
Processes blocked waiting for 1/0 to complete 0 0 0 0

Processes in runnable state




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Processes Forks
0.600
0.500
0.400
Mertpuka eMOHCTpHpYeT ) % o300
47 | Pa3penenue rpoLeccoB Processes 3an II).L[E}HHLIX ,z/::oqepHm[() p}II'IPOLIECCOBA 3a X —Bpew i
Forks Y Y — forks/sec = 0200
I1epuo/, BpeMeHHU.
0100
19:05 19:10 19:15 19:20 19:25 19:30
min max avg current
Processes forks second 0200 0533 0303 0267
Processes State
1
0.800
MeTpuka €MOHCTPUPYET HU3MeHeHHe oo No data
48 | CocTosiHHe TIPOLIECCOB Processes COCTF())HHI/IH n'qo eccollz P;; orpe/ieIEHHbBIN X —Bpewms ;
port State pon PeA Y — cocrosiHUe € 0.00
Tepuos, BpeMeH!
0.200
0
19:05 19:10 19:15 19:20 19:25 19:30
min max avg current
Processes Memory
1B
Metprka  [eMOHCTpUpPYeT KOJINYeCTBO neooe
obpabaTbiBaeMOl MamsTH TporieccaMu  3a 0e00E
orpe/ie/IéHHbIN 11epUOJ, BpeMeH: ] -
Processes - O6bem obpabaTbiBaeMoli | X — Bpems
49 | ObpabaTbiBaemast aMsTh N N 02008
Memory BUPTYa/IbHOM MaMsTH B OaliTax; Y - GB, MB, B :
- MakcuManeHbIlE 00BEM JJOCTYTTHOM 08

BHPTYabHOW MaMsITH.

19:10 19:15 19:20 19:25

Processes virtual memory size in bytes
Processes virtual memory size in bytes

Maximum amount of virtual memory available in bytes

19:30

19:35

min max avg current

0B OB
0B 0B
0B 0B

0B 0B
0B 0B
0B 0B




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
PIDs Number and Limit
1
PID (Process Identifier) — 3TO bo00
YHUKaJIbHBIN WIeHTH(HUKATOP, KOTOPHIH PO
Linux Ha3HauvaeT KaXXJOMy MpOLECCYy WA 0600 ko data
50 KommuectBo u  ymmut | PIDs Number | TOTOKY, 3aryiijeHHOMY B CHCTeMe. X — Bpems
PID-kozoB and Limit OrpanuueHue KosindyecTBa | Y — Kosi-Bo PID 8 a0
PIDs 3ak/rouaeTcss B TOM, UTO Ha 32-OUTHOH
BepcuM Linux oHu orpaHuveHs! 32 768, a Ha 0200
64-6uTHOM — 2/\22.
0
19:10 19:15 19:20 19:25 19:30 19:35
min max avg current
Process schedule stats Running / Waiting
150ms
100 ms
X - BpeMH § 50 ms
Process MeTprka mMOKasbiBaeT, CKOJIbKO BpeMeHHU g
CraTvcTUKa BBITIOJHEHUSA (mata) 8
schedule notpeboBaIoCh KOHKPETHOMY APy os
51 |/ oxujaHus pacrnyucaHus . Y — Bpems, Ha
stats Running | 1jeHTpa/bHOrO TpoLiecca /sl BBINOTHEHUS SRR ARRASAE Atk
TIPOLIECCOB . BBITTOJTHEHUE Soms
/Waltlﬂg nporecca npotecca 910 19:15 19:20 19:25 19:30 19:35
poy
CPU 0 - seconds spent running a process 488ms  115ms 682ms 609m
CPU 1 - seconds spent running a process 475ms 115ms 667ms 493m
CPU 2 - seconds spent running a process 457ms  126ms 67.9ms 581m
Threads Number and Limit
1
0.800
Threads X — Bpemst 0600 No data
KonnuecTBOo NOTOKOB U MeTprka mokasblBaeT, Ha CKOJIbKO TOTOKOB
52 Number and Y - Koja-BO
UX OrpaHhYeHHe A ObUTH pa3jiesieHbl MPOLIECCHI. 0400
Limit TI0TOKOB
0200
0
19:10 19:15 19:20 19:25 19:30 19:35
min max avg current

OOumit MoruTopuHr System Misc:




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Context Switches / Interrupts
6K
X — Bpems 5 ¥
Context MeTtpuka M0Ka3bIBaeT, CKOJIBKO p E ..
ITepexktouenue . . . Y - Ko1-BO g K
53 Switches TepeK/IF0YeHU I/ TIpepbIBaHU M KOHTEeKCTa . )
rpepbIBaHUe KOHTeKCTa switches / 2K
Interrupts MPOM3011Ia 3a eprUo/, BpEMEHH. . )
interrupts K
0
10:20 10:25 10:30 10:35 10:45
max avg current
Context switches 601K 455K 416K
Interrupts 352K 268K 247K
Interrupts Detail
1
0.g00
0600 No data
o Interrupts Metprka oTobpakaeT [eTanu3aipio 1o | X — Bpems &
54 | [Netanu npepblBaHUN . 5
Detail TIpepbIBaHUSIM Y — counter € 0400
0200
0
10:25 10:30 10:35 10:45 10:50
min max avg current
System Load
1
0.800
. 0.600
Me a oTobpaxkae a 3MeHe X e g o
TpPUKa OT JKaeT JUHaMUKY HM3MeHeHHsI — BpeMmst
55 | Harpyska Ha cuctemy System Load P p A Y P 0200
Harpysky Ha CUCTeMy 3a NIepyuoJ, BpeMeH! Y — counter
0
10:25 10:30 10:35 10:45 10:50
max avg current
Load 1Tm 0880 0293 0350
Load 5m 0430 0267 0350
Load 15m 0330 0258 0.260




Metpuka

Eauauna

Ne Mertpuka pyc. Ha3naueHne MeTpUKU Busyanusanus
aHrJjI. HU3MepeHus
Schedule timeslices executed by each cpu
900
800
_ 700
KoymmuectBo  timeslices | Schedule e
. . Metpuka [OKAa3bIBaeT nsmeHenve | X — BpeMs 8
IUTst BLITIO/THEHUS | timeslices . .
56 KosimuecTBa timeslices Ha sijpax mporjeccopa | Y —  KOJ-BO 500
TPOIIeCCOB  Ha KakaoMm | executed by . .
3a IepUo/;, BpeMeH! timeslices 100
rporeccope each cpu 1025 10:30 10:35 1040 10:45 10:50
min max avg current
CPUD 490 793 583 778
CPU1 486 788 586 784
CPuZ2 504 772 583 772
Entropy
300
250
200
Mertpuka nokasbiBaeT U3MeHeHVe SHTpoOnuY, | X — BpeMs 5 150
57 | OHTponus Entropy [OCTYTIHOM TeHepaTopaM C/yuaiiHbIX umcen | Y —  KOJ-BO g
100
3a MepUo/, BpeMeHH! SHTPOIUUA
50
0
10:25 10:30 10:35 10:40 10:45 10:50
min max avg current
Entropy available to random number generators 256 256 256 256
CPU time spent in user and system contexts
16 ms
14ms
IIpoueccopnoe  Bpems, | CPU time X — Bpems 12ms
. Metpuka 10Ka3bIBaeTcst KOJIMUEeCTBO 8
3aTpauriBaeMoe B | spent in user (mara) 5
58 BpEMEHM, 3aTpaueHHOe IIpPOLeCCOpOM B g 1oms
T10/1b30BaTe/IbCKOM u | and system Y - Bpems
T10J1b30BaTe/ILCKOM U CUCTEMHOM KOHTEKCTax
CHUCTEMHOM KOHTEKCTaxX contexts (cexkyHzBI) gms

6ms

Time spent

10:30 10:35 10:40 10:45 10:50

min max avg  cumrent

6.67ms 147ms 991ms 933ms




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
File Descriptors
1.25K
1K
750
MeTpuka TOKa3bIBaeT MaKkCUMa/bHOe | o o 5
. File KO/IMUeCTBO U  KOJIMUeCTBO  OTKPBITBIX P g s
59 | daitnoBble KeCKPUITTOPHI . . Y - KoJI-BO
Descriptors (GaltyioBBIX  ZIECKPUTITOPOB 3@  TEPUOJ
JAeCKpUIITOPOB 250
BpeMeHUu
0
10:30 10:35 10:40 10:45 10:50 10:55
min max avg current
== Maximum open file descriptors 1.02K 1.02K 02K 02K
Open file descriptors 9 9 9 9
O6wuii moauropunr Hardware Misc:
Hardware temperature monitor
Temmneparypa Hardware MeTtpuka [OKAa3bIBaeT M3MeHeHWe | o oo -
60 | anmaparHOro temperature TeMIlepaTyphl annapaTHOro obecrieyeHus 3a v og
obecrieueHust monitor [1epuo/J, BpeMeH!
0.200°C
0°C
1225 12:30 12:35 1240 12:45 12:50
Throttle cooling device
0.500
YcTpoiicTBo ans | Throttle 5
. Mertpuka IT0Ka3bIBaeT KOJIM4YeCcTBO | X — BpeMms H
CHIDKeHUs [jaBneHusi u | cooling . . . 050
61 N . cpabareBanmii «Throttle cooling device» 3a | Y — Kos-BO
Temriepatypbl  paboueii | device N
Tepuo/;, BpeMeHHU. cpabaTbIBaHUI

cpeapl

Current 0in Processor
Current 1 in Processor
Current 2 in Processor

min max avg current

[ 0
0o 0 0 0
0




Ne Mertpuka pyc. Metpuka Ha3naueHne MeTpUKU Epununa Busyanusanus
aHrI. HU3MepeHust
Power supply
MeTprKa TOKa3blBaeT KOJMUYECTBO Y3/I0B X — ppems ) o o
62 | MCTOYHUK NUTaHUS Power supply | monzep>Kku, KOTOPBIA ObLTH 3a/lefiCTBOBAaHBI Y — counter g
3a TIepro/] BpeMeH! -
1225 12:30 1235 1240 1245 12:50
OOumii MouuTopuHr Systemd:
Systemd Sockets
MeTtpuka oTobpaxkaet KOJINUECTBO |
COEeIMHEHUM CO CJIeYIOIIUMY COKEeTaMU:
- dbus.socket; 0750
- syslog.socket; 2 4500
- systemd-fsckd.socket; X — Bpems g
Systemd . 0250
63 | CucTeMHbIe COKETEI Sockets - systemd-initctl.socket Y - Kom-BO
- systemd-journald-audit.socket COeIMHEHUH .
- systemd-journald-dev-log.socket EEnEE e e B
- systemd-journald.socket dbue <ocket Connections - ‘g,z .
- systemd-udevd-control.socket g socket Connections o 0 0 o
- Systemd-udevd-kernel.Socket «d.socket Connections o 0 0 0
Systemd Units State
200
MeTtpuka otobpaxkaet KOJINUECTBO 150
CUCTEMHBIX 6/10KOB (Units State), ~
HaXOALIUXCA B C/IEJYIOIIUX COCTOSHUSX: X — Bpems H
64 CocrosiHMe  cuUCTeMHBIX | Systemd - Activating; Y - KoJs-BO -
6/10KOB Units State - Active; CHUCTEMHBIX
- Deactivating; 6/10K0B ’ 1515 15:20 1525 1530 1535 1540
- Failed; min max avg curent
- Inactive. Activating L L
Active 133 133 133 133

Deactivating

0 0 0 0

O0wuii MoHUTOPHHT Storage Disk:




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Disk 10ps Completed
20io/s
15io/s
X — Bpems
. Metpuika MOKasbIBaeT KOJIMUeCTBO .
3aBepiiieHHble orepaiyy | Disk 10ps . Y —io/s
65 3aBeplUeHHbIX OIepalyid YTeHUs] B CEeKYHAY | .
BBO/Ia/BbIBO/Ia Ha JIUCKe Completed 151 KEKIIOMO DA3e/a THCKA ioread (-)
A PIOTO pasaena A io write (+)
-5io/s
16:15 6:20 16:25 16:30 16:35 16:40
min max avg current
vda - Reads completed Dio/s 00667io/s 0.00860io/s 0io/s
vda - Writes completed 4.60 io/s 14.7 io/s 814io/s 29io/s
Disk R/W Time
8ms
. 6ms
Metpuka MOKas3bIBaeT KOJIMUeCTBO X —Bpewms
Bpewmst urenust/3ancut Ha | Disk ~ R/W P Y —ms s
66 . MWUIACEKYH/l, 3aTpauMBaeMblX Ha 4YTeHUe | .
JTUCK Time KEKIIOIO DasHea IHCKa time read (-)
PKAOTO pasAena A time write (+) ms
0s
1615 16:20 16:25 16:30 16:35 16:40
min max avg current ~
vda - Write time 240ms 727ms 417ms 727 ms
Disk R/W Data
150 kB/s
— 100kB/s
X — Bpems )
. MeTpuKa TIOKa3bIBaeT KOJIMUECTBO OWTOB e
67 Cropocrs urenms/samicy | Disk W CHHT[I))IBEIEMLIX B CEKYH/Y Ha KaXKAbIH pa3 EJ'; Y-Bis g
0aliTOB Ha TUCK Data eKa yHAy PKABIH Pash bytes read (-) 2 oes
A bytes write (+)
-50kBfs
16:20 16:25 16:30 16:35 16:40 16:45
min max avg current
vda - Read bytes 0B/s 1.09kB/s 529B/s 0B/s
vda - Written bytes 347 kB/s 111kB/s 602kB/s 456KkB/s




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Disk 10s Weighted
1.25s
s
BsBeniennsie . 750ms
Disk I0s | MeTpuka IO0Ka3bIBaeT B3BellIeHHbIe .
MUJUIACEKYH/IBI, . X — Bpems £
68 Weighted MWUIMCEKYH/bI, IIOTpaueHHble Ha BBOJ- = s00ms
r0TpayeHHble Ha . Y — cekyH/bI
BBIBOJ| OTlepaLyi /Il KaXJ0ro JUcKa.
ornepanuu BBOZa/BEIBOJA 250 ms
0s
16:20 16:25 16:30 16:35 16:40 16:45
min max avg current v
vda - 10 time weighted 947ms  993ms  965ms 962 ms
Disk R/W Merged
8io/s
6io/s
i/
Ota MeTpHKa oTobpaxkaet obiiee L
. =]
69 O0beyHeHHbIe Disk R/W | KonyecTBO 00beJUHEHHBIX (BmuThIX) | X — BpeMms = 2ios
orieparuy uTeHusi/3amvcu | Merged ornepaLyil YTeHWs/3amucH [Jjd  Kaxzjoro | Y —io/s ,
/s
pasfesia JUCKa B CEKYHJY.
e 16:25 16:30 16:35 16:40 16:45 16:50
min max avg current v
vda - Write merged 3.73io/s 6.33i0/s 462i0/s 4.67i0/s
wda - Read merged Diofs 0.200io/s 0.00765i0/s Qio/s
Disk 10s Current in Progress
lio/s
0.800io0/s
Disk IOs | MeTprKa nokasblBaeT KOJIMUYECTBO 3allpOCOB pomniars
BrinonHsieMble onepanyu . X — Bpems o
70 Current  in | BBOZIa-BbIBO/Ia, 00pabaThIBaEMBIX B CEKYHIY . g
BBO/Ia/BbIBO/IA HA [IUCKE Y —io/s 0400i0/s
Progress JIJIS1 K&KJI0TO pasfiena AncKa
0.200i0/s
Oio/s
6:25 16:30 16:35 6:40 16:45 16:50

min max avg current v




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Time Spent Doing 1/0s
1.25s
s
750ms
3arpaueHHOe BpeMsl Ha . Metpuika MOKasbIBaeT KOJIMUeCTBO Y
. | Time Spent X — Bpems E
71 | BbIIO/HEHWe onepaLui . MWUIMCEKYH/I, 3aTpauyMBaeMbIX Ha OlepaLjyio = so0ms
Doing I/Os Y — cekyH/bI
BBO/]a/BbIBO/IA BBO/|a-BbIBO/A [I/IS1 K&K Or0 paszerna JucKa
250ms
0s
16:25 6:30 16:35 16:40 16:45 16:50
min max avg current v
vda - 10 time 949ms 993ms 965ms 967 ms
Disk 10ps Discards completed / merged -
lio/s
0.500i0/s
Or6pourennsie onepauyu | Disk  IOps .
. MeTpuKa INoKasblBaeT KOJIMYeCTBO onepauuil | X — Bpemst
BBOZIa/BbIBOJ]a, KoTopble | Discards o Ol
72 B CeKyHJy, KoTopele Obimi oTOpouieHsl | Y — bytes/s &
ObLH 3aBepiueHpl/ | completed / 2024-10-04 16:30:00
T10C/Ie 3aBeplIeHs)/BIUBaHUS .
06beiHeHb! (BIUTHI) merged . vda- Discards merged: Do/
o/s
16:30 16:35 16:40 16:45 16:50 16:55
min max avg current
O0wuii MoHuTopuHr Storage Filesystem:
Filesystem space available
74.5GiB
559GiB
MeTprKa TOKa3biBaeT 00BEM JIOCTYITHOTO
HocTtynHoe Filesystem MPOCTPAHCTBA B C/IeIYIOLINX KaTanorax: X _ BDeMsI goece
73 | IpOCTPaHCTBO B | space - «»; p 186Go
o o . Y - GB, MB, B
(atinoBoii cucreme available - /runm; 0 L L L L L

- /run/lock .

11:30

- Available

run/lock - Available

min max avg current

GiE

53 GiB

5000MiB 5000 M8 5.000 MiB




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJI. H3MepeHust
File Descriptor
600K
S00K
400K
X — Bpems
Mertpuka OKa3bIBaeT MaKCHMasbHoe | KOJI-BO \ o0k
. . File KOJIMUeCTBO OTKPBITBIX (haiinoBbIx =
74 | ®PalI0BBIA JeCKPUNITOD . OTKPBITBIX 200K
Descriptor JIeCKDUTITOPOB ¥ KOJWYEeCTBO  OTKPBITHIX (baiinoBBIX
(al/I0BBIX AeCKPUIITOPOB B JaHHBI MOMEHT ook
JIeCKpUIITOPOB ,
11:40 11:45 11:50 11:55 1200 1205
min max avg current
Max open files 518K 518K 518K 518K
Open files 394K 467K 431K 4K
File Nodes Free
&M
6 Mi
X — Bpems g am
o . Mertpuka TOKa3bIBaeT KOJINYeCTBO 3
Ceobopnbie  ¢atinoBrie | File  Nodes . Y - Kom-BO =
75 (aitnoBbIx y3JI0B, 0CBO6OX/]AEMBIX . 2M
V371bI Free VA . N (aitnoBbIx
TIOJK/TFOUeHHOH (aiiyioBoM cucTeMoit
y37I0B 0
1145 11:50 11:55 12.00 12:05 1210
min max avg current
- Free file nodes 6.46 Ml 6.46 Mil  6.46 M 6.46 Mil
run - Free file nodes 1.54Mil 1.54Mil 1.54M 1.54 Mil
frun/lock - Free file nodes 1534Mil 1.54MII 1.54M 1.534 Mil
File Nodes Size
&M
6 Mi
X — Bpems g 4w
. MeTprKa TOKa3blBaeT o00ljee KOIMYeCTBO i
. File Nodes . . Y - Kom-BO =
76 | Pa3smep ¢aityioBBIX y3/10B Size (haitnoBBIX y3710B U pasMmep (aioBoro ysna (baiinoBbix 2M
TIOIK/TFOUeHHOM (aiiyIoBOM CUCTEMBI
y37I0B 0
11:50 1155 12:00 12.05 12:10 1215
min max avg current
- File nodes total 6.55Mil  6.55Mil  6.55M 6.55 Mil
run - File nodes total S4Mil 1.54Mil 1.54M 1.54 Mil
run/lock - File nodes total S4Mil 1.54Mil 1.54M 1.54 Mil




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Filesystem in ReadOnly / Error «
0.800
X - BpeMmsi 2024-10-07 12:18:08
o . .| MeTpuka mnoKa3blBaeT KO/JIMUYECTBO Y3/I0B 2500
daiinosas cucreMa | Filesystem in . . Y - Koj1-BO b
(aitnoBoil cUCTeMBbl, JOCTYIIHBIX TOJIBKO /ISt . e
77 | moctymHasi ToyibKO AJisi | ReadOnly / (aitnoBbIx 5
yTeHUs1 (MOHTUPYETCSI B Pe)KUMe TOJBKO /ISt 8 oano
ytenus / Ommbku Error y3/I0B  TOJIBKO
YTeHUs ).
JL/IS1 UTeHUst .
0
11:50 11:55 12.00 1205 1210 1215
min max avg current
OO6umii monutopunr Network Traffic:
Network Traffic by Packets
1kp/s
: 500 p/s
= 0p/s
o Network MeTpuka ToKa3bIBaeT KO/MuecTBO | X — BpeMmst H
CeteBoli Tpaduk B BUje . 2 so0prs
78 HAKETOB Traffic by | monyueHHBIX W TIepeJjdHHBIX TIAKeTOB Ha | Y — TIaKeThl B g
Packets UHTepGEeNC B CEKYHAY. CEKYHIY o
11:50 12:.00 1210 12:20 12:30 12:40
eth0 - Receive 121p/s 243p/s 147p/s
lo - Receive 138p/s  620p/s 2B4p/s
eth0 - Transmit Op/s 131p/s 147p/s
lo - Transmit 138 p/s 620 p/s 284pjs
Network Traffic Drop
1p/s
= 0.500 p/s
MeTprKa TOKa3biBaeT o00ljee KOMU4ecTBO | X — BpeMms H
CHIKeHue ceteBoro | Network % osome
79 . OTOPOILIEHHBIX TIaKeToB, nosiydaembix | Y — TlakeThl B 2
Tpaguia Traffic Drop KaXX/bIM HHTepdeiicoM B CeKyH CeKyH,
)K'u p y 'qy y Ay e 11:50 12:00 1210 12:20 12:30 12:40

lo - Transmit drop
eth0 - Transmit drop

o - Receive drop

avg current v
Op/s Op/s Opfs
Opf/s Op/s Op/s
Op/s Op/s Opfs




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Network Traffic Errors
Lors
= 0.500 p/s
.
MeTpuka TMOKasbiBaeT 00lee KOJMYECTBO X — Bpews g P
80 CereBoit  Tpapuk  c | Network TaKeTOB C olubKaMu, YV — nakerh B % sops
olmrbKamMu Traffic Errors | mosyuaeMbIx/OTIIpaB/siEMbIX B CEKYHAY Ha ceKyH1 =
~ ~ 1p/:
KaXKAbIN I/IHTEPQJEI/IC yRAY P s 12:00 12:10 12:20 12:30 12:40
min max avg current -
lo - Rransmit errors Op/s Op/s Op/s
eth0 - Rransmit errors Op/s Op/s Op/s
lo - Receive errors Op/s 0Op/s Opls
Network Traffic Compressed
1p/s
T 0.500 p/s
MeTpuka TMOKasbiBaeT 00Lee KOJMYeCTBO 5
Network P B X — Bpems -
. . . CKaThIX MaKeToB 2 asops
81 | Ckatslit ceTeBoli Tpaduk | Traffic . | Y — maketsl B g
TIPUHUMAaEeMBbIX/OTIIPAB/ISIEMBIX Ha UHTEepdetic
Compressed CEKYHIY b
B CEKYHAY 11:50 12:00 12:10 12:20 12:30 12:40
min max avg current v
lo - Transmit compressed Op/s O0Op/s Op/s
eth0 - Transmit compressed Op/s Op/s O0Op/s
lo - Receive compressed Op/s Op/s O0Op/s
Network Traffic Multicast
1p/s
_0.500p/s
-
MHoroazpecHast Network Mertpuka TOKa3bIBaeT KomyecTBO | X — BpeMst s e
82 | pacceuika ceteBoro | Traffic MHOT03/IpeCHBIX IaKeTOB, IPUHUMAaeMbIX Ha | Y — MakeTbl B g
. o & -0.50p/s
Tpaduka Multicast OJJMH MHTepdelic B CeKyHAY. CeKyHAy g e
1p/s
11:50 12.00 12:10 12:20 12:30 12:40
min  max  avg current v
lo - Receive multicast Op/s 0Op/s O0Op/s
eth0 - Receive multicast Op/s Op/s Op/s




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Network Traffic Frame
Lors
. 0.500p/s
Network MeTprKa TOKa3biBaeT o00ljee KOIW4eCTBO | X — BpeMms 3 e
Kazpel, nepesaBaemele . . :
83 10 ceTH Traffic Ka/IpoB, TIPUHMMaeMbIX Ha ofivH uMHTepdelic | Y — Kaapbl B g
& -050p/s
Frame B CEKYHAY. CeKyHZy a7
1p/s
11:50 12:00 12:10 12:20 12:30 12:40
min max avg current -
lo - Receive frame Op/s Op/s Op/s
eth0 - Receive frame Op/s Op/s Op/s
Network Traffic Fifo
1p/s
T 0500p/s
= Op/s
. MerTprKa TOKasbpiBaeT o00ljee KOIUUeCTBO | X — BpeMms H
TTakeTsl Fifo, | Network P . n P g sopss
84 g naketoB fifo, mpuHUMaeMbIx Ha ofuH | Y — TaKeThl B g
riepe/iaBaeMble 10 CETU Traffic Fifo .
UHTepGeNC B CeKYHIY CeKyH[y Aprs
11:50 12.00 12:10 12:20 12:30 12:40
min max avg current v
lo - Transmit fifo Op/s 0Op/s Op/s
eth0 - Transmit fifo Op/s Op/ 0p/s
lo - Receive fifo Opis 0Op 0p/s
Network Traffic Carrier
1
0.500
. Network MeTtpuka nokasbiBaeT KOJIMYeCTBO NOTepb Ha | X — BpeMs £ 0
«Carrier» TmiepesjaBaeMsble . . g
85 10 coTH Traffic «carrier», 06Hapy>KeHHBIX KaKAbM | Y — KOJI-BO
. i) -0.50
Carrier HUHTepdeiicom. ToTepb
-1
11:50 12:00 12:10 12:20 12:3 1240

lo - Statistic transmit_carrier

eth0 - Statistic transmit_carrier

min max avg current v




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJI. H3MepeHust
Network Traffic Colls
1
0.500
. | X —Bpems £ 0
86 CkoruieHust ceteBoro | Network MeTpuika roKa3bIBaeT KOJMUECTBO KOJIJTU3UM, v KOJI-BO g
TpaduKa Traffic Colls | obHapy>keHHBIX Ha Ka)k/[0oM HHTepdetice N 050
KOJUTU3UI
11:50 12:00 12:10 1220 12:30 12:40
min max avg current ~
lo - Transm s 0 0 0
eth0 - Transmit col 0 0 0
ARP Entries
70
60
50
— 40
MeTpurKa MoOKa3biBaeT KOJWYeCTBO 3amuced | X — BpeMs 3
87 | 3armcu ARP ARP Entries naketroB B Tabmuie ARP gns kaxzgoro | Y —  KOJ-BO &%
uHTepdeiica 3anucei 2
10
0
11:50 1200 1210 1220 12:30 12.40
min max avg current
eth0 - ARP entries 62 62 62
NF Contrack
300K
250 K
200K
MeTpuKa TMOKa3bIBaeT KOMWYeCTBO 3ammcedt | X — Bpems £ 1
88 | NF Contrack NF Contrack | NF conntrack, orciexuBamomye | Y —  KOJ-BO 100k
TO/IK/TIOUeHUs1/ OTpaHUUeHUsT 3anuceit

MF conntrack entries

== NF conntrack limit

12:00 1210 12:20

12:30 12:40
min  max avg current
37K 333K 23




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
MTU
68 KiB
59 KiB
49 KiB
39KiB
MeTpuka  1OKasblBaeT  MaKCHUMaJIbHbII £ o
o . | X —Bpems = -
89 | MTU MTU pa3mep B 0aliTax TakeTa [JAHHBIX, KOTOPBIH Y — bytes povie
MOXKeT ObITh Mepe/iaH Mo YYacTKY CeTH. o
0B
11:50 12:00 12:10 12:20 12:30 12:40
min max avg current
eth0 - Bytes 1.5KiB 1.5KiB 1.5KiB
lo - Bytes 640KB 640KB 64.0KB
Speed
143 MiB
95 MiB
MeTpuka  MOKasblBaeT  MaKCHMa/bHYIO
CKOPOCTb  Tepeflaud  T1aKeTOB aHHbIX, | X — Bpems g
90 | CkopocThb Speed pOCTE PeA A ’ P s
KOTOpBIH MO’KEeT ObITh TepefiaH 1Mo yuactky | Y — bytes as Mg
CeTH.
0B
11:50 12:00 1210 12.20 12:30 12:40
min max avg current
eth0 - Speed 119.2MiB  119.2MiB 1192 MiB
Softnet Packets
200
;/3 150
Metpuka MOKa3bIBaeT KOJIMUEeCTBO
91 IMaketsl  mporpammHO# | Softnet yTMaBiy/00paboTaHHBIX CETEBBIX MAKeTOB U | X — BpeMs % w0
ceTu Packets WX MapuIpyTH3alMl0 K COOTBETCTBYIOLIUM | Y — MakeThbl 2

Tripolieccam Wiv TPUIoKeHUsIM

0

== CPU 3- Dropped
== CPU 2- Dropped

== CPU 1-Dropped

2:00 12:10 12:20 12:30 12:40

min max avg cument v
0 0 0
0 0 0
0 0 0




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Queue Length
1250
1000
750
ueue JIMHa ouepeju Iepefaud MakKeTOB [aHHBIX | X — BpeMs g s
92 | lnvHa ouepenu Q A PeA PEA . A p
Length Ha COOTBETCTBYIOIIME UHTeP(eliCh Y — naketsl -
0
11:50 12:00 1210 12:20 12:30 12:40
min max avg current
eth0 - Interface transmit queue length 1000.0 10000 1000.0
0 gth ~ 1000.0 10000 1000.0
Softnet Qut of Quota
0.0800
0.0600
g 0.0400
X — Bpems 8
Softnet Out | MeTpuKa IMOKa3bIBaeT KOJHUUECTBO 3aZI€PXKEK 00200
93 | Softnet Out of Quota Y - KoJI-BO
of Quota repe/ilauu MakeTOB JaHHBIX Ha KaXKJoe apo
3a/leprKeK 0
11:50 12:00 1210 12:20 12:30 12:40
min max avg current v
CPU 3 - Squeezed 0 0.0667 0.00200
CPU 2 - Squeezed 0 0 0
CPU 1 - Squeezed 0 00667 0.00667
Network Operational Status
1.30
1.20
1.10
Network g !
Cratyc CeTeBbIX . Mertpuka [I0Ka3bIBaeT ¢usnueckoe | X — Bpems g
94 . Operational 0.900
oreparuit COCTOSTHUE COeIMHEHUsI Y — cocrosiHUe
Status 0:800
0.700
1425 14:30 1435 14.40 1445 14:50

lo - Physical link state

eth0 - Physical link state

min max avg current v

Oomwuii moautopunr Network Sockstat:




Metpuka Epununa
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJI. U3MepeHus
Sockstat TCP
1K
KomuuectBo TCP-cOKeTOB, KOTOpbIe ObUTH
750
BblZieJieHbl  (YCTaHOBJIEHbI, TIPUMEHeHbl K
sk_buff). Merpuka oTobpa)kaer CeAyroLyio £ sw0
UHGbOPMAaLIUIO: X — Bpems 8
Cratuctuka 10 TCP- (opmany P 250
95 COKETaM Sockstat TCP - BblJe/IeHHbIEe COKEeThI; Y - Koj-BO
- ucnosnb3yeMmble B Hacrosilee Bpemsi | TCP-cokeroB 0
. 15:00 15.05 1510 1515 15:20 1525
TCP COKETLI’ min max avg current
- HOTepHHHbIe COKETBI’ TCP_alloc - Allocated sockets 279 306 288 29
- 3aKPBIThbI€ COKEeThI TCP_inuse - Tep sockets currently in use 228 251 235 238
TCP_orphan - Orphan sockets 0 0 0 [1}
Sockstat Used
500
400
300
CraTtucTuka o X — Bpems z
Sockstat MeTprKa TOKa3biBaeT o00ljee KOJIUUYeCTBO 2
96 | uCIo0/Ib30BaHHBIM Y - Koa-BO g 200
Used WCII0/Ib3yeMbIX TIPOTOKO/IbHBIX COKETOB
COKeTaM COKETOB
100
0
1505 15:10 1515 15:20 1525 15:30
min max avg current
Sockets_used - Sockets currently in use 446 473 454 456
Sockstat UDP
12.5
10
Metpuka mnokasbiBaer Kosmuectso UDP-
COKETOB: 5"
—  HCTonb3yeMble B HacTosioee BpeMs | X — BpeMs g s
Cratuctuka 1o UDP- | Sockstat y . m p p
97 coketnl Udplite; Y - Kom-BO -
CoKeTaM UDP 250
- WCMo/b3yeMble B HaCTOsilliee BpeMsi | COKETOB

Udp-cokeTsl
- Hcrnosb3yeMas MamsTh i udp

15:10 1515 15:20

UDPLITE_inuse - Udplite sockets currently in use
UDP_inuse - Udp sockets currently in use

UDP_mem - Used memory for udp

1525

15:30 15:35

min max avg current




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
Sockstat Memory Size
195 KiB
146 KIB
Craructuka g r7xe
Sockstat Mertpuka mnoka3biBaeT oobeM Oydepa TCP u | X — Bpems =
98 | ucrosnb3oBaHUA MaMATU .
Memory Size | UDP-cokeToB Y — bytes s8.8KiB
COKeTamu
0B
15:25 15:30 15:35 15:40 15:45 15:50
min max avg current
mem_bytes - TCP sockets in that state 64KB 160KB 929KB 116KB
mem_bytes - UDP sockets in that state 4 KB 4 KB 4KiB 4KiB
Sockstat FRAG / RAW
125
Metpuka oTobpaxkaet (&) (14%{0114%0)] !
vHpopMaLyio: o750
- KOJIM4eCTBO HCII0/Ib3yeMbIX £
CraTtucTuka Sockstat (bParMEHTHBIX COKETOR; y X — Bpems g 0500
99 | ucnonb3oBanuss FRAG/ | FRAG / 1/1(1:)1'1011133 J_— d’) ArMEHTHDI Y - Ko1-BO 0250
RAW coketoB RAW . y P COKeTOB
Oydep; 0 - .
15:30 15:35 15:40 15:45 15:50 15:55
- KOJIMYeCTBO HCII0/Ib3yeMbIX ,
min max avg current
He06pa60TaHHBIX COKeTOB FRAG_inuse - Frag sockets currently in use 0 0 0 0
FRAG_memory - Used memory for frag 0 1] 1] 0
RAW_inuse - Raw sockets currently in use 1 1 1 1
O6muii mounTopunr Network Netstat:
Netstat IP In / Qut Octets
1M
CeTeBasi CTaTUCTHKa MO X — Bpemsl 5
Netstat [P In | MeTpuka [10KAa3bIBaeT KOJINYeCTBO :
100 | BXoAsIWIMM/ UCXOZISALUM Y - KoJj-BO g
/ Out Octets BXOJAIIUX/ UCXOJALIUX OKTETOB £ so0k
OKTeTam OKTETOB s
-1 Mil
15:45 15:50 15:55 16:00 16:05
min max avg current v
InOctets - Received octets 640K 646K 102K 640K

OutOctets - Sent octets 640K 646K 102K 64.0K




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJI. H3MepeHust
ICMP In / Qut
0.700
0600
Z 0500
j 0.400
ITonyuenHsie/ ICMP In / Mertpuka TIOKa3bIBaeT Ko/M4ecTBO | X — BpeMms 2 Jano
101 | oTmpaBieHHbIe TOJTyUeHHBIX/  OTIPaBleHHbIX coobuieHuit | Y —  KOJ-BO g
Out 8 0200
coobienust ICMP ICMP coo01eHni £ 1o
15:40 15:45 15:50 15:55 16:00 16:05
OutMsgs - Messages which this entity attempted to send. Note that this counter includes all those cc
InMsgs - Messages which the entity received. Note that this counter includes all those counted by icr
Netstat IP Forwarding ~
0.800
g 060 2024-10-07 15:43:00
102 ITepeaspecauys IP- | Netstat IP | Metpuka I0KasbIBaeT KO/mMuecTBO | X — Bpems g Forwarding - IP forwarding: ~ 0
. @ 0.400
aZipecoB Forwarding nepeazipecoBaHHbIX [P rakeToB Y — datagrams =
200
0
15.40 1545 15:50 1555 16:00 16:05
min max avg current -
Forwarding - IP forwarding 0 0 0 0
ICMP Errors
0.150
E 0.100
MeTtpuka I10KAa3bIBaeT KOJIM4ecTBO | X — BpeMs F
103 | Oum6xn ICMP ICMP Errors P P :
TMOJTyYeHHBIX/0TIPaB/ieHHbIX ook ICMP | Y — coobirieHus ¥ 00500
£
0
15:45 15:50 15:55 16:00 16:05 1610
InErrors - Messages which the entity received but determined as having ICMP-specific errors (bad ICH




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

104

[TonyueHHbIe
OTIpaB/leHHble
TaKeThbl

UDP

UDP In/ Out

MeTtpuka TOKa3bIBaeT KOJIMUeCTBO
NoJ1y4eHHbIX/ oTripaB/eHHblx UDP naketos

X — Bpems
Y — datagrams

15:45

15:50

UDP In/ Out

15:55 16:00 16:05 16:10

min max avg current -

OutDatagrams - Datagrams sent 307 107 426 413

InDatagrams - Datagrams received 307 107 4326 413

105

Oumbru UDP

UDP Errors

MeTprKa MOKa3bIBaeT KOJTMYECTBO OLIMOOK B
UDP nakerax:
- OrnpaBka coobienuii 06 ommbKax
oydepa UDP;
- Tonyuens! oumbku 6ycdepa UDP;
- Hararpammer UDPLite, koTopble He
y/1aJ10Ch IOCTaBUTh B TIPUJIOKEHHE;
- [Hetitarpammbl  UDP, mosiydyeHHbIe
Ha nopT 6e3 MpoC/TyII1BaTe/Is;
- [Heiirarpammel UDP, koTopeie He
YAaI0Ch JOCTaBUTh B TIPUJIOXKEHHE.

X — Bpems
Y — datagrams

datagrams

== SndbufErrors - UDP buffer errors send

0.500

UDP Errors

-0.50

RevbufErrors - UDP buffer errors received

InErrors Lite - UDPLite Datagrams that could not be delivered to an application

15:50

1555 16:00 16:05 16:10 16:15

min max avg cur
0 0 0
o 0 0
o 0o 0

106

[TosmyuyenHble
OTIIPaBJIeHHbIE
1aKeThl

TCP

TCP In / Out

Metpuka II0Ka3bIBaeT KOJIN4eCTBO
noJsiyueHHbIX/ oTripaB/jaeHHbIXx UDP naketoB:

—  OTIpaBJIeHHble CerMeHTHI, BKI/IOUast
Te, 4YTO HAXOJATCA B TeKyLUX
MOJK/IIOUEHUAX, HO HWCK/IoUas Te,
KOTOpbIe cofepykar TOJIBKO
TIOBTOPHO Ilepe/jlaHHble OKTETOB;

- [O/y4yeHHble CerMeHTbl, BKJ/HOYast
Te, KOTOpble OBUIM TIOMyueHbI TI0
oumbke. B 310 unMcio BXOAAT
CerMeHTh], 10/ YeHHbIe Ha
YCTaHOBJIEHHBIX B laHHbII1 MOMEHT.

X — Bpems
Y — datagrams

=]

=

=]
m
=

-500

-TK
1545

15:50

TCP In/ Out

15.55 16:00 16:058 16:10

OutSegs - Segments sent, including those on current connections but excluding those containing onlt

InSeqgs - Segments received, including those received in error. This count includes segments received




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
TCP Errors
MeTtprika oTobpaxkaet C/IeIyIOIIY IO
0.800
vHpopManyio:
- TIOBTOPHO TepeJlaHHble CerMeHTHI, 0.600
TO €eCTh KOJINYeCTBO IepeiaHHbIX _
£ 0400
cermentoB TCP, copepxxalux ofuH ]
WU HeCKOJIbKO paHee IepeflaHHbIX | X — BpeMs 200
107 | OumGKu TCP TCP Errors P peA P e
OKTETOB; Y — ommbku
- CerMeHThl, TIO/yueHHbIe C OLIMOKON P e sm . tem aess e es
(Haripumep, HeBepHbIe
KOHTpOHbeIe CyMMbI TCP) == INEms - Segments received in error (e.g., bad TCP checksums)
b
_ BPEMH HepeHOHHeHI/IH Oqepe,qI/I RetransSegs - Segments retransmitted - that is, the number of TCP segments transmitted containin
HpOC]’[yH_H/IBaHI/I;[ COKeTa TCPSynRetrans - SYN-SYN/ACK retransmits to break down retransmissions in SYN, fast/timeout retr:
TCP Connections
250
200
Mertprka otobpakaet uHpopmaruo o TCP- X — BDeMSI g 190
TCP CoeVHeHUsAX, [Js1 KOTOpPBIX  TeKylljee P F
108 | TCP-coenviHeHus . Y - Kos-BO £ 100
Connections | cocrosuue 6o YCTAHOBJIEHO, mubo - 3
3AKPBITO — OXKMUIOAROT. A 50
0
15:55 16:00 16:05 16:10 16:15 16:20
CurrEstab - TCP connections for which the current state is either ESTABLISHED or CLOSE- WAIT 2
TCP SynCookie
1
— 0.500
MeTtpuka [10KAa3bIBaeT KOJIM4ecTBO | X — BpeMms 3
. TCP =
109 | TCP SynCookie . TMOJIyUeHHbIX/ TMOMy4YeHHbIX HeJOomyCTUMbIX/ | Y —  KOJ/-BO 3 00
SynCookie . . s
otrnpasneHHbIX SYN cookie SYN cookie

1555 16:00 16:05 16:10 16:15 16:20
min max avg current -

SyncockiesSent - SYN co

SyncookiesRecv - SYN cookies received 0 1] 1] 0

SyncookiesFailed - Invalid SYN cookies received 0 1] 1] 1]




== & - SCrape success
beache - Scrape success

bonding - Scrape success

Metpuka Eauauna
Mertpuka pyc. Ha3naueHne MeTpUKU Busyanusanus
aHrJjI. HU3MepeHus
TCP Direct Transition
MeTtprika oTobpaxkaet C/IeIyIOIIY IO
vHpopMaLyio:
- TCP-coenvHenus, KOTOpbIe
COBEpIIMIA TpSMOM  Iepexoj B X — Bpewmst s
IIpsiMmoit  Tiepexof TCP Direct COCTOSTHUE SYN-SENT s |y KOJL-BO £
npotokosy TCP Transition 3aKPBITOr'0 COCTOSIHUSA; o
coeJJMHEHUU
- TCP-coenvHeHus, KOTOpbIe
COBEpLUIWIA MpsIMOM TlepexoJ; B - . - -
COCTOSIHUE SYN-RCVD u3
coctogHusg «LISTEN» == ActiveOpens - TCP connections that have made a direct transition to the SYN-SENT state from the CL
PassiveOpens - TCP connections that have made a direct transition to the SYN-RCVD state from the |
O0wuii moautopunr Node Exporter:
Node Exporter Scrape Time
MetprKa OTOOpaXkaeT TMpPO/O/DKUTETbHOCTh
OUKWCTKH C/1eYIOIINX KOJIJIEKTOPOB:
- systemd; X — Bpems
Node
Node Exporter Scrape Exporter - netstat; Y — npopoymku-
Time P . - arp; TeJIbHOCTh
Scrape Time
= netclass; OUHCTKH 19:05 19:10 19:15 19:20 19:25
- Cpu‘ min max avg current v
I/I ApyFI/IX systemd - Scrape duration 360ms 913ms 51.6ms 641 ms
netdev - Scrape duration 100ps 534ms 732 s 517 ms
netclass - Scrape duration 1.80ms 139ms 524ms 446ms
Node Exporter Scrape
Node X — Bpems 8
MeTprKa 0TOOpaXkaeT KOJIMUECTBO OOBIUHBIX
Node Exporter Scrape Exporter o Y - KoJI-BO
33/laHrH JJIs1 KaXKA0ro KOJIJIeKTopa .
Scrape 3a/laHui

19:10 1915 19:20 19:25
min max avg current
1 1 1 1
1 1 1 1
1 1 1 1




Ne

Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

IToTOK COOBITHH:

113

CyMMapHBbIii MOTOK
CcoObITUI

Total flow of
events

MeTpuka TMOKasblBaeT TeKYILIyI0 CKOPOCTh
notoka cobbiTnii (EPS) co Bcex NOCTYMHBIX
HWCTOYHUKOB M TeHJeHLMI0 u3MeHeHus EPS
3a TIepyo/| BpeMeH!

X — Bpems
Y - EPS

CyMMapHbIid NOTOK COELITHA

0.47 eps o500

0
09:50 10:00 10:10 10:20 10:

= CYMMapHbIit OTOK COBLITHIA Current: 0.933

30

10:40

114
-N

ITorok  coObITHHi  OT
KOHKPETHOTO MCTOUYHHKA

Flow of
events

HanpHeHumii Habop MeTPUK IIOKa3bIBaeT
TEKyLIyI0 CKOPOCTb TIIOTOKAa COOBLITHH OT
Ka)KZ0r0o KOHKDETHOTO HCTOYHHKA,
MOAK/IIOUeHHOro K Tuiatdopme. Hampumep,
«microsoft windows eventlog», «microsoft
windows dns» u T.J.

X — BpeMms
Y - EPS

TMoToK cobbiTnit - 1514-microseft_windows_eventlog

08
06

0.39¢ps o

i

10:00 10:10 10:20 10:30

1514-microsoft_windows_eventlog Avg: 0.42 Current: 0.77

10:40

10:50

Kafka;

115

Tornuku

Topics

MeTtprka oTOOpaXkaeT KOJMYEeCTBO TOIHMKOB
(kaHanoB), B KOTOPBIX IIPOU3BOJUTENH
(npoatoceprl) MyONMUKYIOT CcoO0OIIeHus, a
notpebuTeny (KOHCbIOMEpbI) UMTAOT UX

Tonuku

Topics

116

Paznesnbl

Partitions

MeTprKa NMokKasblBaeT KOJMUYECTBO pasfiesioB
B TomMax. Pasgenbl - 3TO JlorhveckKue
eMHMLBI TOMHKA, KaXJas W3 KOTOPbIX
Tpe/[CTaB/IsieT OTAENBHYI0 0Yepeib COOBITHIH

Paznesnbl

Partitions




MeTtpuka Epuauna
Ne Mertpuka pyc. P HasnaueHune MeTpuKHu AHHHI Busyanusanus
aHrJjI. HU3MepeHus
OTta MeTpuka OTOOpa)kaeT  KOJIMUECTBO
Messages in | cooOreHuit KOTOpble  TIpou3BoguTesd | X — BpeMsi
117 | Coo01ueHusi B CEKyHAY g Ul ’ P P A p
per second NyO/MMKYIOT B TOMUK 3a OAHY CekyHAy | Y — cooOieHus ! A A AN A A A A A AAAAAAAA
(CKOpPOCTB 3aliCH JIaHHBIX B TOIHK). oo
Messages consumed per second
0.700
0.600
0.500
0.400
JTa MeTpUKa TIOKa3biBaeT KOJUYeCTBO -
Messages coo01eHnit KOTOpBbIe notpebuTe M
COO6H.[€HI/IH, 8 n ’ P p X — BpeMs 0200 | [ {Il
118 consumed (KOHCBIOMEDBI) CUMTHIBAIOT M3 TOMMKa 3a
0bpaboTaHHbIE B CEKYHAY Y — coobujenus 0100
per second OJJHY CeKyHAY (CKOPOCTb UTeHHs JIaHHbIX U3 Ml
0
TOTIMKA). 10:40
max current v
== Deaver_elastic_group (topic: termite_output_normalized) 0.675 0.525
== flow_balancer_group (topic: termite_output_normalized) 0.675 0.500
== 1514-microsoft_windows_eventlog (topic: 1514-microsoft_windows_eventlog) 0.575 0425
== |ogmule_res_group (topic: logmule_res) 0.175 0.125
Lag by Consumer Group
6
OrcraBaHue - 5TO  pasHULA  MeXAy
nocieanuM cMetreHveM (offset) coobienus,
Lag by | 3amvcaHHBIM B TOMHKe, ¥ IIOC/IEJIHUM
OrcraBanue 10 Trpymnie X — Bpems
119 . Consumer CMeIl[eHWeM, TIPOUUTAaHHBIM TOTPeOUTesIEM.
rotpebuTesieit Y — orcraBaHue
Group DJTa MeTpuKa IIOKas3blBaeT, HACKOJIbKO

CU/IBHO TI'pyIilia HOTp66I/ITEJIeﬁ OTCTaeT OT
TEKYILero COCTOAHWA TOIIUKA.

max current

== 1514-microsofi_windows_eventlog (topic: 1514-microsoft_windows_eventlog) 2 1
1516-microsoft_windows_dns (topic: 1516-microsoft_windows_dns) 0 0
1517-microsoft_windows_hyperv (topic: 1517-microsoft_windows_hyperv) 0 0

== 1533-microsoft_exchange_audit (topic: 1533-microsoft_exchange_audit) 0 0

AEAR minnn mnn fanin AEAN minnn mnnl n n




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
1. BpEMﬂ Consumer Group Offsets
2. HasBauue Time consumergroup partition topic ~ Offset
prHHBI fgzﬂi beaver_elastic_group 7.00 termite_output_parsed 3228
Cwmerenue - 3TO YHUKa/IbHBIN | TOTpebuTesnei 113467
WIEHTUPUKATOD KaKIoro cooldmjeHus B | 3. Kon-Bo )
Consumer A L 2024 beaver_elastic_group 6.00 termite_output_parsed
120 CwMmeleHust rpynmsl | o Tomuke. J[jig KaXJOH TpyIIbl MOTpeduTesiel | pasnenos 1008 sl 8 3283
noTpebuTesnen Offselzs Kafka xpanut uHdopmaimio o mocregHux | 4.  Ha3paHue e
CMeI[eHUsIX, KOTOPbIe ObLIM MPOYUTAHBI 3TOU | TOTHKA fg“p beaver_elastic_group 5.0 termite_output_parsed 250
TPYIIION. 5. CwmergeHue 113447
KaK[,0ro —
~ beaver_elastic_group 4.00 termite_output_parsed
coobIieHust B 1008 3123
TOTIMKE e e
Consumer Group Lag
Time consumergroup partition topic Lag ~
1 B e grour F g
- DpeMi 2024-10- ol .
- 2. HasBanue 08 Ogmule.res-group 500 logmule_res 0
3aiep)KKa TpyMIbl MOTpebuTeneli — 3TO FOVIIIEL 114028
CyMMapHoOe OTCTaBaHue o Beem | BY . )
HOTPE6I/ITEHEI/I 202410- logmule_res_group 2.00
121 3azmeprKka rpymnmnsl | Consumer MOTPeOUTENISIM, BXOJAIIUM B OTpeZe/ieHHYI0 3 Kon-Bo 08 e logmule.res 0
noTpebutesnen Group Lag TpyIIy noTpebuTeel. MeTtpuka p;13,qen03 s
TMOKa3kIBaeT, HaCKOJIBKO rpynma | , Haspasme ST logmueres.gow 100 gl res 0
noTpeOUTesIeN OTCTaeT OT KOHIIA TOTHKA. ) 114048 )
TOTMKA
2024-10- - }
5. 3a,qep>KKa 08 logmule_res_group 0.00 Iogmule_res 0
1 2 3 4 ] 7
Number of Partitions
Time topic Partitions
2024-10-08 )
12:22:00 termite_output_parsed 8
OOiiee KOMMUeCTBO pasfenoB Bo Bcex | 1. Bpems J02410.08
£4- | U . .
tTonukax Ha knactepe Kafka. Ota mertpuka | 2.  Ha3paHue 122200 termite_outpul_normalized 8
Number of | orpaxkaer pa3bueHue TONMMKOB Ha Oosee | TomMKa
122 | KomuecTBO paszenos .. 2024-10-08 )
Partitions Me/IKMe  eJMHMIBI g obecrieueHus | 3. Kos-Bo 122200 termite_output_errors 8
MacITabupyemMoCcTu u TapasijieJibHOM | pa3jie/nioB
2024-10-08
06p860TKI/I AdHHBIX. 12;2_00 retro_correlation 4
2024-10-08
12:22:00 logmule_res 4
2024-10-08 pnncumar_nffeate RN
Jt0 3HaueHwe cmetnenus (offset), koropoe | 1. Bpems
Latest COOTBETCTBYET MOCIeJHEM OCTYIIHOMY | 2. Kon-Bo
123 | IlocnenHue cMellleHUsS Y AHEMY  AocTy y
Offsets COOOITNIEHHIO B KaXKJOM pasjiejie TOIHKA. | pa3fiesioB
Kakapli pa3fien uMeeT CBOE cobcTBeHHOe | 3. HasBanue




Metpuka

Eauauna

Ne Mertpuka pyc. Ha3naueHne MeTpUKU Busyanusanus
dHIJI. HU3MepeHHus
rnocseaHee cCMellleHHWe, KOTOPO€ YyKa3bIBaeT | TOIHMKa Latest Offsets
Ha KOHe dHHBIX B IaHHOM pas3szese. 4. TlocnegHee
A A PasA A Time partition topic Offset ~
CMeleHue B
2024-10-08 0.00
TOITNKe 122735 3020-haproxy 34804971
‘2I22247I305—OB 500 __consumer_offsets 4250028
2024-10-08 0.00 X .
12:97:35 2520-cisco_asa 4028870
‘2I22247I305—OB 43.00 __consumer_offsets 3044414
2024-10-08 1.00 X .
12:97:35 2520-cisco_asa 24301
1 2 3 4 5 & 7 8B
Oldest Offsets
Time partition topic Offset ~
1.B 2024-10:08 0.00 3020-haproxy 34804971
. eMs 31 ) :
OTO 3HaueHue CMelleHHs (offset), KOTOpoe 2 p Kon-o 123105
COOTBeTCTBYeT CaMOM CTapoM ) 2024-10-08 0.00 ) N
Y y POMY pa3aesioB 12:31:05 2520-cisco_asa 4028870
AOCTYITHOMY COOGH.[QHI/IIO B KaXX/I0M paszese o
124 | HavMeHbl11Me CMellleHUs Oldest tonvka. Kakapli pa3men uMeeT CBO@ 3. Hazpanue 2024-10-08 1.00
M Offsets ) KA pasj TOTMHKA 123105 - 2520-cisco_asa 2434111
cobCTBEHHOE HaunMeHbllIee CMeleHue, 4 Tepgoe =
KOTOpO€e YyKa3bIBaeT Ha Hayaj0 [AJaHHBIX B ) P 2024-10-08 2.00 )
CMeleH1e B . 2520-cisco_asa 2434019
JaHHOM pasgere. 12:31:05
TOITNKe
2024-10-08 5.00 termite_output_normalized
12:31:05 1730817
1 2 3 4 5 & 7

Crarucruka noroka. Oomas nHdopmanus:

125

CyMMapHbIit
CoObITHIA

IOTOK

Total flow of
events

OT0  KOJIMYeCTBO  COOBITHH,  KOTOpBIe
TOCTYNAOT B MJIAaTGOPMY 3a OZHY CEKYHAY.
Jta  MeTpHuKa TOKa3bIBaeT o611yro
WHTEHCHBHOCTb TIOCTYIUIEHUsI COOBITHI |
roMoraeT OIIpeJle/NUTh, HaCKOJIbKO
Harpy’keHa CHACTeMa.

EPS

CyMMapHbIA NOTOK COBLITURA

0.867 eps




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
3anepxKa paz6bopa BXOAALLETO NOTOKE COBBLITHIA
JT0 oO61Iee Bpems, Tpebyemoe asisi pa3bopa Aep P P Anu
Dela in | Bcex BXoAsUMX COObITUH W rpeobpa3oBaHUs
3agepiKKa pasbopa Y AL Peobp
parsing the | uX B  CTPYKTypHpOBaHHble COOOIIEHUS
126 | Bxogsiero II0TOKA | | - Coo01ieHust
cOBLITHH incoming (message). DTa MeTpUKa TIpeOCTaBJisieT
event flow VH(OopMaL1io 0 [IPOU3BOUTENLHOCTU I I I S g
pa3bopa B 11e/I0M.
3afepKKa 3anucu CoBbITUA Ha XpaHeHue
Delay in
3azmeprKka 3anuCH . .
o recording Bpewmsi, 3aTpauriBaeMoe Ha 3aricCh COOBITHH B
127 | cobbITuii Ha XpaHeHHe Coo0r1ieHust
events  for | xpaHunmuie.
storage | I lsg
3anepxKa 06paboTKM COBbITMIA Ha KOPPENALMIO
Delay in | 3To Bpems, 3aTpauMBaemMoe Ha 00pabOTKy
event COOBITHM Tiepes; OTMPABKOM WX Ha 3Tam
3ajepxka 06paboTKu .
128 . processing Koppessiuu.  3azepkka usmepsiercss B | CoobiieHus
COOBITHH Ha KOPPEJIALHIO "
for mporjecce  TpeoOpa3oBaHUS  COOBITHM B m S
correlation CTPYKTYPUPOBaHHbLIE COOOIEHHS.
370 Bpemsi, HEOOXOJUMOE /IJisl BBITIOJIHEHUS 3afepxKa oTBeTa 06palleHna K TaBNWYHbIM CNIMCKaM
. 3arpoca K TaO/JMUHBIM  CIHCKaM. JTa
Delay in the
3aziep>Kka OTBETA | = e of | METPHKA TIOKa3bIBAT MPOU3BO/MTE/LHOCTD
129 | obparreHus K accissin 0a3pl JaHHBIX WM [Apyrux xpaHwii | CeKyH/bI
Tab/IMYHBIM CIIMCKaM RVS & JAHHBIX, MCIONb3YEMBIX [JId  XpaHEeHHs u S

VvH(OpPMaLMK O CITMCKe TIPaBW/I WM JAPYTUX
JlaHHBIX.




Metpuka

Eauauna

Ne Mertpuka pyc. Ha3naueHne MeTpUKU Busyanusanus
aHIJI. H3MepeHust
3apepKa pazbopa BXOAALLETO NOTOKA COBLITHI N0 HCTOYHUKY
Dela in Jto Bpems, Tpebyemoe g pa3bopa
Y (obpaboTkM) COOBITHSI C MOMEHTa €ero
3ajepxkka pas3bopa | parsing the
: - TOCTYIJIEHHWsI B CUCTeMYy [0 co3jaHus | X — BpeMs
130 | Bxogsuiero II0TOKa | incoming

COOBITHH 110 UCTOUHUKY:

event flow by
source

CTPYKTYPUPOBAHHOTO COO0OILeHUsT (message).
3agepkka ~ u3MepsieTCsl 1A KaXKAO0TrO
WCTOYHMKA COOBITHI OT/E/BHO.

Y — coobienust

15

= 2520-cisco_asa (t

12:38 1240 1242 12:44 1246 12:48 12:50

17-microsoft_wi

0

0
1533-microsoft_exchange_audit (topic: 1533-microsoft_exchange_audit) o 0 0 0

0

0

min max  avg cuent
0.803 1

(topic: 1576-microsoft_y

_hyperv (topic: 1517-microsof

CTaTUCTHKA NMOTOKa. O0paboTUMK COOBITHIA:

The speed of

CKOPOCTb YTeHUA coBbITHIA U3 BanaHCMpOBLMKa

CkopocCTb urenns | o ding OTa MeTpHKa OTpa)kaeT CKOPOCTb, C KOTOpoM | X — BpeMmst :
131 | cobeiTnii M3 | vents from | TEPMHT yuTaeT coObITHS 3 | Y - obuee '
0
0anaHCUpPOBLIMKA the balancer 0aaHCUpPOBLINKA. notpe6eHue s ais am aem 1ame 1mas 1ams
min max avg current
total_consume 0675 225 145 223
CyMMapHbIii NoToK coBbITWIA Ha aTane pazbopa
1
0.750
. The total | MeTpuka moOKa3bIBaeT MPOW3BOJUTEIBLHOCTD
CyMMapHbIi1 MOTOK 0500
. flow of | repmura ©  orobpakaer  KosuecTBO | X — BpeMms
132 | cobeITH Ha JTare o 2250
pasbopa events at the | coOwiTHif, KoTOpble oOpabatbiBatoTCs Ha | Y — cOOBbITHSI =
i 0
parSIHg Stage dTame pa360pa 1318 13:20 1322 13:24 13:26 13:28 13:30

min max avg current

termites_total_parser_sum{instance="127.0.0.1:6676", job="cm-metrics"} 0 0 0




Metpuka

Eauauna

Ne Mertpuka pyc. Ha3naueHne MeTpUKU Busyanusanus
4dHIJI. HU3MepeHHUud
06L4aA NPOU3IBOANTENBHOCTL
1.50
METpI/IKa TIOKa3hbIBaeT 06H.Iyl-0
1
[IPOM3BO/JUTEILHOCTL TEPMUTA U 0TOOpaXkaeT
Oobrast Overall P A pMH p X — BpeMms
133 KOJINYeCTBO COOBITHH, KOTOpbIe
TIpOMU3BOJNUTE/IBHOCTD performance Y — cobObITHA 0.500
O6pa6aTbIBaI—OTCﬂ TEePMUTOM Ha KaXIOM
HWHCTaHCe
0
1322 1324 1326 1328 1330 13:32 1334 1336
min  max avg current
termite_17230254158_master_avg{instance="127.0.0.1:6676", job="cm-metrics"} 0 0500 00852 0
termite_1723025415%9_master_avg{instance="127.0.0.1:6676", job="cm-metrics"} 0 0700 0.130 0
termite_17230254162_master_avg{instance="127.0.0.1:6676", job="cm-metrics"} 0 0700 0.172 0
CyMMapHbIi MOTOK COBBITUA Ha 3Tane HopManuzauum
1
. Total flow of . 070
CyMMapHLII/I IIOTOK MeTpI/IKa TIOKa3hbIBdeT KOJ/JIMYeCTBO COGI)ITI/II/I, 0500
134 | coberTuii Ha JTare events at the KOTOpEIe TIPOXOJAT uepes rporjecc X - Bpems
normalizatio P POXOA P pon Y — cobbiTust e
HOpMaAJ/TU3alJun HOPpMaJ/IM3alluM JaHHbIX 0
n stage 1328 1330 1332 1334 13:36 13:38 13:40 13:42
min max avg curent
termites_total_normalizer_sum{instance="127.0.0.1:6676", job="cm-metrics"} 0 0 0 0
CymMMapHbIA NOTOK COBITWA Ha 3Tane o6orawesns
The total MeTpI/IKa TIOKa3hbIBdeT KOJ/JIMYeCTBO COGLITHﬁ, 2
- KOTOphIe TPOXOJAT Iporiecc oboraiieHust 150
CyMMapHBIit notok | flow of P POXOR bou . ,
- AaHHBIX. O60l"a]l[eHI/Ie TI03BOJIAET OOIIO/THHUTb X - BpemMs
135 | cobbITHIt Ha sTarie | events at the o . w500
COOBITHSA [OII0/THUTEe/IbHOU HH(bOpMaL[I/IeI/I, Y — cobObITUs
oborarteHus stage of )
enrichment KOTOpass MOXeT OBITH TI0JI€3HA TPy aHa/M3e 13:48 13:50 13:52 13:54 1356 13:58 1400 1402
CO6BITHﬁ. min  max  avg current

termites_total_enrich_worker_sum{instance="127.0.0.1:6676", job="cm-metrics’} 0 1.90 0485 0




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrJjI. HU3MepeHus
CKOPOCTE 06pa6OTKH COBLITHIA MO UCTOYHUKY
250
1.50
Jra MeTpUKa YKasblBaeT Ha CKOPOCTb
The speed of p yKasbh P i
00paboTKH  COOBITHH AT KaXKAOro
CKOpoCTb o0bpaboTku | event X — BpeMms
136 . . HWCTOYHMKA. JTO  TIO3BOJIIET  BBISIBUTh oso0 ;| |
COOBITH 110 UCTOUHUKY processing N Y — cobbiTus \ .
b VICTOYHMKU C HauOOJIbIlel WHTEHCUBHOCTBIO . U \ AN YANAVAN
y Source CO6])ITHI>’I. 13:52 13.54 13:56 13:58 14:00 14.02 14:.04 14:.06
termite_17230254158_input_1514_microsoft_windows_eventiog_avg{instance="127.0.0.1:6676", job="cm-metrics"}
termite_17230254158_input_2604_kaspersky_securitycenter_db_avg{instance="127.0.0.1:6676", job="cm-metrics"}
termite_17230254158_input_2675_dns_analysis_avg{instance="127.0.0.1:6676" cm-metrics}
termite_17230254159_input_1514_microsoft_windows_eventiog_avg{instance: .0.0.1:6676", job="cm-metrics’}
CyMMapHbIii Nar 3anN4cK Ha XpaHeHHe
250
N The total | OTo 3a/epXKKa, KOTOPask MOXXET BO3HUKHYTh e
CyMMapHbIM Jlar 3anucu . X — Bpems _
137 record lag for | mpu 3amucu 06pabOTaHHBIX COOBLITHN B '
Ha XpaHeHue Y — cobbiTust
storage XpaHWINLLe JaHHBIX. 0500
0
1354 13:56 13:58 14.00 14.02 14.04 14.06 14.08
min max avg current
{consumergroup="beaver_elastic_group®, topic="termite_output_normalized} 0 2 0.0820 0
Crarucruka noroka. Koppensrop:
h 1 6 CYMMapHBIi NOTOK COBbITUI Ha 3Tane KoppenaLMK
The total | DTo  KomMyecTBO  COOBITMI,  KOTOpHbIE 6
CyMMapHsIit notok | flow of | mpoxopsAT uepe3 mporecc KOppemsLyd, rfe X — Bpems .
138 | cobbITHIt Ha sTarie | events at the | aHa/MM3UPyeTCA CBA3b MEXAY Pa3/TUUHBIMHU v CE6HTHH :
. - o
KOppesiun correlation COOBITUSIMU /IJIS1 BBISIBJIEHUS TTOTEHI[UATBHBIX 140 1502 1400 106 1408 1810 112
v min max avg current
Stage prO3 W/ aHOMaJ/ThH. sum({_name__=~""pgr_rule_events_ps *}) 0 5 0443 0
CraTucTHKA MOTOKA. KOppEﬂﬂ].[l/lﬂ 110 NMMpaBW/iaM:
MoTok npaeun koppenauum (EPS)
. 10
Correlation OTO KOJMYeCTBO MpaBUl KOppessiuud, | X — BpeMs 750
IToTok IIpaBuUJI Ve A AL A .
139 Rule Flow | KoTopble mnpuMmeHstoTcs B IuaTtgopme 3a | Y — rmpaBuia i f— / AR
KOoppesaiunu (EPS) 14:24 1426 1428 1430 1432 1434 1436
(EPS) O'C[Hy CeKy}I?ZLY’ KOppEJ‘IHL{I/II/I Pr_rule_events 9d9356c062{instance="172.30.254.155:40002", job="logmule2"}

por_rule_events. fch756(instance="172.30.254.155:40002", job="logmule2’}




MeTtpuka Epuauna
Ne Mertpuka pyc. P HasnaueHune MeTpuKHu AHHHI Busyanusanus
aHrI. H3MepeHust
CraTrucTHKa N0ToKa. Tad/IMuHbIe CITUCKH:
oTBeTa C K Tab. cnuckam
500 ms
Delay in the o
3azep>kKka OoTBeTa 3To Bpemsi, KoTopoe Tpebyercst s 200ms
response  of X — Bpems 200 e
140 | obparmenus K - BBINIOJIHEHHUsL ~ 3ampoca K Tab/IMUHBIM
accessing Y — cekyH[bl T00ms
TabINYHBIM CITMCKaM CTIHCKaM. ous
RVS 14:32 14:34 14:36 14:38 14.40 1442 14.44 1446
min max avg current
= rvs_1_db_server_latency{instance="127.0.0.1:6676", job="cm-metrics’} 6.97us 697us 697us 697us
C: # noTok K cnuckam (QPS)
1.50
. The total
CyMMapHbIi1 TIOTOK OJTO  KOJIMYeCTBO  3alpoCOB,  KOTOpbIe
flow of X — Bpemst
141 | 3arpocoB K TabMMUHBIM . BBITIO/THSIOTCA K Tab/IMYHBIM CIMCKaM  3a 500
crmckam (QPS) queries to J—— Y — 3amnpocel
RVS (QPS) rq y YHAy‘ : 14:34 i43b 14:38 1440 1442 ;4:44 1446 1448
min  max avg current
== rvs_1_db_server_gps{instance="127.0.0.1:6676", job="cm-metrics"} 0 147 00338 0
OpenSearch. Cluster
OTa MeTpHKa MOKa3bIBaeT 00Ilee COCTOSTHUE
K/acTepa:
- "sejeHbIN" (green) - BCe
HKL[MIOHUPYET HOpPMaJlbHO;
'CPy KI 9" PYET HOPMAjIbHO, Cluster Status
- "xenteii" (yellow) — HekoTOpbIe
Cluster eTUIMKM [IaHHBIX HeJOCTYIHBI, HO
142 | CocrosiHue KiacTepa P A AOCTYTIHDL, craryc
Status KJj1acTep BCe PaBHO
paborocrocobeH;
- "kpacueii" (red) — HekoToOpble
OCHOBHBbIE I1ap/ibl HeJIOCTYITHBI, UTO
NPUBOAUT K IIOTepe [aHHbIX U
HapyLlIeHHI0 paboTh! cepBUCa.
OTa MeTpUKa OTOOpakaeT KOJIMYECTBO
VH/IeKCOB B KiacTepe. IHJeKc MpefcTaBiseT Indices
coboli Habop MOKYMEHTOB C IIOXOXXHUMHU
143 | "upekcol Indices XapaKTepUCTHUKAMM,  KOTOpble  XPaHATCA | WHJEKChI
BMecTe. MOHUTODUHT  3TOM  MeTPHKH

TOMOTaeT OTC/EXKHBATh POCT [JAHHBIX H
OpraHU3aLMIo B KIacTepe.




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

144

Pab6oTatorue y3ibl

Running
Nodes

Mertpuka "PaboTatomiye y3/ibl" MOKa3biBaeT
KOJIMYeCTBO Y3710B, KOTOpble B HacTosilee
BpeMsi aKTHBHbI M YYaCTBYIOT B KJacTepe.
Y31l — 3TO  OTAe/bHBIE  3K3eMILISAPbI
OpenSearch, KoTopele copepkaT AaHHbIE U
BBIIIOJIHSAKOT ~ OMepalud  C  JaHHBIMU.
MOHUTODUHT 3TOW METPUKM TrapaHTUpPYeT,
yro BCce  y3/Mbl  paboOTOCHOCOGHBI M
CMOCOOCTBYIOT TIPOU3BOUTETBHOCTU
KJlacrepa.

y371bl

Running Nodes

1

145

AKTUBHBIE Y3JIbl
JlaHHBIMU

Active Data
Nodes

Metprka "AKTHBHbBIE Yy3/bl C [JaHHBIMH'
yKasblBaeT KOJIMYECTBO Y3/I0B, KOTOpbIe
coZlep’Kar JlaHHble B Ksiactepe. He Bce y3/1bl B
K/acrepe o0si3aTesIbHO XpaHAT JaHHbIE, TaK
KaK HeKOTOpble MOTYT C/Iy’KUTh TO/JBKO Kak
KOOPZAIMHATOPbI U y3/bI-MacTepa.
OTcne>xxuBaHue 3TOW METPUKH IIOMOTraeT
TIOHSATh pacrpefiesieHe W OanaHC AaHHBIX B
KJlacrepe.

Y371Bl

Running Nodes

1

146

Oxxupatoliye 3aiauu

Pending
Tasks

OTa MeTpHKa MOKa3bIBaeT KOJMUECTBO 33y,
OKUJIAIOLIMX  BBLIMOJIHEHUS B KJacTepe
ElasticSearch. 3agmaun MoryT BK/IFOUaTh
orepalyy, TaKde KaK HHAEKCHPOBAHMUE,
MOMCK WM oOC/Iy)KMBaHME — KiIacTepa.
Bosibllioe  KOMHUYECTBO OXKUIAMOLIUX 3aau
MOXKET yKa3blBaTb Ha TO, YTO KJacTep
MEPerpykeH WM HUCIBbITHIBAET MPOBIeMBbl C
MIPOM3BO/UTEIHHOCTBIO.

3azauu

Pending Tasks

0

OpenSearch. Shards:

147

AKTHUBHbBIE mapabl

Active
Shards

Metpuka "AKTHUBHble wIapAbl" OTpaXkaeT
KOJIMUECTBO ILIAPZ0B, KOTOPbIe B HACTOsIIee
BpeMsl aKTMBHbl M (QYHKIMOHUDPYIOT B
kinactepe OpenSearch. Illapa npepcTaBisieT
co0Oll  OCHOBHYIO eJWHHUIy [JaHHBIX B
OpenSearch 1 MoXeT ObITh MO0 OCHOBHBIM
1apoM (XpaHUT [ePBOHAYAbHYIO KOTIHIO
[IAHHBIX), MO0 PeruIMKOo (KOTMsi OCHOBHOTO
mapza b0 i1 obecrieueHust
OTKa30yCTOWYMBOCTH). MOHHUTOPUHT 3TOH

11apAbl

Active Shards

143




Mertpuka pyc.

Metpuka
aHIJI.

Ha3nauenue METPUKH

Eauauna
U3MepeHust

Busyanusanus

METPHKHU TIOMOTaeT 00eCreunuTb AOCTYMHOCTh
Y pacripefie/ieHUe IaHHBIX.

148

AKTUBHBIE OCHOBHbIE
ap/pl

Active
Primary
Shards

OTa  MeTpuUKa  MpeAcCTaBiseT  coOoi
KO/IMYeCTBO aKTHUBHBIX OCHOBHBIX MIapJOB B
knacrepe. OCHOBHbIE MIapAbl OTBEYAIOT 3a
06paboTKy omeparuii UTeHWUs U 3aruch
JIaHHBIX, KOTODbIE OHU COJeprKarT.

1apAbl

Active Primary Shards

143

149

VHannmanusupyommecst
ap/pl

Initializing
Shards

MeTprKa IMOKa3biBAaeT KOJIMUECTBO IIAP/0B,
KOTOpbIe B HACTOsIII[ee BPeMSI HaXOSTCS B
npotiecce MHULMA/IM3aLH. [apzpr
MpOXOJAT 3Ty a3y MpHU CO3JAHUM WM TIPH
BOCCTaHOBJIEHMM mociae cbosg.  Boswlnoe
KOJIMUECTBO MHUIIMATU3UPYIOIIUXCS 11ap/0B
MOXKeT yKa3blBaTb Ha TO, UTO KjacTep BCe
ell[e BOCCTAaHAB/IMBAETCS II0C/Ie HeJaBHEro
COOBITHSA.

1apAbl

Initializing Shards

0

150

[Tepemerarommecs
apzbl

Relocating
Shards

OTa MeTpUKa IIOKa3blBaeT KOJMUYECTBO
11ap/i0B, KOTOpbIe IepeMelalTcs C OJHOTOo
y3na Ha Jpyroil BHYTpM  KJjacTepa.
OpenSearch aBTOMaTHuecku OGanaHcupyet
pacripeiesieHye IaHHBIX, NepeMelriast map/pl,
Korjila /00aB/AIOTCS WIM YAANAIOTCS Y3/bl
W TIPOUCXOUT nepebaslaHCUPOBKa
KJ1acTepa.

1ap/ibl

Relocating Shards

0

151

He Ha3HaueHHBIE mapabl

Unassigned
Shards

Metpuka oTobpakaeT KOIMUECTBO IIapioB,
KOTOpPbIe B HACTOsIIIee BPEMsI HE Ha3HAUEHBI
HM Ha OZMH y3e/l B KjacTepe. JTO MOXKeT
MPOMCXOAUTE BO BpeMsl HHHUL{HA/M3aldH
K/lacTepa WM KOT/ja BO3HUKAIOT MPO6/IeMbI C
pacripefiefieHHeM Y37I0B.

11apAbl

Unassigned Shards

0

OpenSearch. Node:




MeTtpuka Epuauna
Ne Mertpuka pyc. P HasnaueHune MeTpuKHu AHHHI Busyanusanus
aHrI. H3MepeHust
CPU Basic
150%
100%
basoBblii yYPOBeHb MeTprKka TMOKasblBaeT TMPOLIEHT 3arpysku X — BpeMs
152 | sarpysku ueHTpasbHOro | CPU Basic LIeHTP/IbHOTO MPOLIeCCcopa CUCTEMHBIMU U | -, r[po OHTHI s0%
Trpolieccopa T0/Ib30BaTeIbCKUMHU y31aMu OpenSearch pou
0%
11:00 12:00 13:00 14:00 15:00 16:00
Busy System 172.30.254.155:9100 == Busy User 172.30.254.155:9100
== Busy lowait 172.30.254.155:97100 == Busy IRQs 172.30.254.155:9100
== Busy Other 172.30.254.155:9100 == Idle 172.30.254.155:9100
Network Traffic Basic
100 Mil
75 Mil ’
BazoBeiit OBeHb . _
yp Network MeTprKa okasbiBaeT Harpys3ky Ha ceTeBoil | X — BpeMms sou
153 | 3arpysku CeTeBoro . . .
Traffic Basic | Tpadduk y3namu knactepa OpenSearch Y - Mil .
Tpaq)(bHKa 25 Mil
ANWAANVWA WA AR WA \“-}\w"_"\h'.z".-’\a\;'-,“J\.‘,"_,*\-’“W\JA\".-‘-.J‘\-‘;J L\.“-."p"-."_;\w"u‘\-
o Y o I
11:00 1200 13:00 1400 1500 16:00
== recy eth0 172.30.254.155:9100 recv lo 172.30.254.155:9100
trans eth0 172.30.254.155:9100 == trans lo 172.30.254.155:9100
OpenSearch. Documents:
Documents Indexed
300K
250K
OTa MeTpHKa MoKa3biBaeT obljee KOJIMIECTBO
200K
JOKyMEHTOB, TPOWH/IEKCUPOBaHHbIX  (T.e. X — BpeMs
154 WH/ieKCUPOBaHHbIE Documents n00aB/eHHBIX WM OOHOB/IEHHBIX) B v P KOJI-EO 10K
JIOKYMEHTbI Indexed knactepe OpenSearch. Owna T03BO/ISIET OKVMEHTOB 100K
OLIeHUTb DOCT JlaHHBIX UM aKTUBHOCThb AOKY sok
HH/IeKCaLiK. 0
12:00 13:.00 14:00 15.00 16:00 17:00
min max avg current

283K 283K 283K 283K

== Documents




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrI. H3MepeHust
Index Size
9.31GiB
7.45GiB
MeTtpuka oTobpakaeT obuiuii pasmep Bcex R
) uMHIeKcoB B kimactepe  OpenSearch. | x _ Bpemsi
155 | Pasmep unzekca Index Size MOHMTOPUHT 5TOH MeTPUKH BOKEH A | Y _ bytes e
yrpaB/leHusl XpaHWIMILeM W TIOHUMaHUs 1866
ob6bema ZIaHHBIX B KJTacTepe. .
12:00 13:00 14:00 15:00 16:00 17:00
min max avg current
Index Size 811GB 813GB 812GIE 813GB
Documents Indexed Rate
0470
0.468
MeTprKa NOKa3bIBaeT CKOPOCTh [j00aBJieHus
HOBBIX JJOKyMeHTOB B kiacTep OpenSearch. | X — Bpems
Ckopocts  uHpekcauuu | Documents
156 OJTO  TIOMOraeT  IMOHATb  IPOMYCKHYK | Y — JOKYMEHThI
JIOKYMEHTOB Indexed Rate
C11I0coOHOCTD HH7IeKCaLuu U | B CEKYHZY
TIPOU3BOJUTE/IbHOCTD.
0.460
: 12:00 13:00 14:00 15.00 16:00 17.00
min max avg current
v-back-com-10.pgr.local 0460 0470 0466 0466
Query Rate
1
MeTpuKa MOKa3bIBaeT 4acTOTY BbITIOTHEHUS 0,500
TIOUCKOBBIX 3arpocoB B KJlacTepe
. X — Bpems 7 0
OpenSearch. MoOHUTOPUHT 3TOW MeTPUKH g
157 | CKOpOCTb 3arnpoCoB Query Rate Y — 3anpocsl B 3
BaXeH [y OLeHKM IPOU3BOJUTE/IbHOCTH
CeKyHAy -0.50

TOMCKAa W BbIABJIEHUA BO3MOXHBIX Y3KHX
MecCT.

12:00

v-back-com-10.pgr.loca

13:00

1400 15:00 16:00 17:00

min max avg curent




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrI. HU3MepeHust
Queue Count
Metpuka oTobpaxkaet KOJINUeCTBO '
X — Bpems 0500
OXKH/IAOLIMX TIONCKOBBIX 1 MHACKCUPYIOUWX | <, 3 ,
KonnuectBo 3anpocoB B 3ampocoB B oyepeny. bosiblioe KOM4ecTBO .
158 Queue Count KOJIMYeCTBO
ouepesu 3arpoCoB B OUepeay MOXKET YKas3bIBaTh Ha A
3a1'[p0COB B 12:00 13:00 14:00 15:00 16:00 17:00
TO, YTO K/aCTep MCIILITBIBAET TPYAHOCTH C ouepe Name: a3 post — Name: s tesdposi — Name:snalyze — Namefeten_snag_Staied
06paboTKOI MOCTYNAMIMX 3aMpPOCOB. . N .o et e R ersETS AT, St Qe e R epEsSr A€
== Name: opensearch_ml_execute == Name: opensea opensearch_ml_predict
OpenSearch. System:
MeTpuKa MoKa3biBaeT 00U 00beM MamsTH, Total Memory
JoctyrHoM Tmporjeccy OpenSearch. Bax#o
Total OTCTIEXUBATh 3T METPUK yTOOBI
159 | O6mas namsTh y PHKY Bytes .
Memory yOemuThCs, UTO  K/JacTep  pacriojiaraeT 11.7 GiB
L
IOCTaTOYHBIM ~ OOBEMOM  MaMsITH IS
00paboTKU CBOEH Harpy3KH.
MeTpuKa TIOKa3bIBaeT, CKOMBKO W3 00mei Total Memory Free
MamMsaTH B HACTosillee  BpeMsl  He
Total ucnonb3yercs  mporjeccom  OpenSearch.
160 | CroboHast MamMATh y pont P . | Bytes .
Memory Free | BaXXHO MMeThb  JJOCTATOUHO  CBOGOZHOI 1 03 G'B
v L]
MaMsTH 1St ONTUMAJIbHON S —————
TIPOW3BOUTENLHOCTH. B
MeTpuka TMOKa3biBaeT, CKOJIbKO W3 OOIei Total Memory Available
Total MamMsaTH B HACTOsAIee BpeMs /IOCTYITHO
161 | HdocTtymnHas namsTh Memory OpenSearch. BaxHo wuMeTh JAocTaTouHO | Bytes 4 81 G.B
Available CcBOOOMHON MaMsATH /i1 ONTUMAabHOU B I
TPOU3BOAUTENLHOCTH. ——N N~
Total Disk Available
Total  Disk MeTpuKa TIOKa3bIBaeT, CKOMBKO U3 00Iei
162 | JocTynHble IUCKU Available naMATd B HacTosillee BpeMs JOCTynHO | Bytes

OpenSearch Ha Bcex guckax.

57.2 GiB

—




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
4dHIJI. HU3MepeHHUud
Thread Pools
1
METpI/IKa IIOKa3hbIBaeT I/IH(i)OpMaLII/IIO 0 Imyj1ax 0,500
TIOTOKOB, HCIO/B3yeMbix OpenSearch gsst | X — Bpemst ,
Pa3mMIHbIX onepauuﬁ, TaKHUX KaK IIOUCK, Y —
163 | Tyl MOTOKOB Thread Pools | vHeKCMpOBaHWe M TaKeTHbIE ~3ampOChl. | KOJTMYECTEO 00
MOHI/ITOpI/IHl" HCII0J/Ib30BaHUA ITyJI0B | ITyJIOB - . . . . .
13:00 14:00 15:00 16:00 17:00 18:00
TOTOKOB TriomMoraert OHEHHTL COCTOsIHNE 3aHP0COB == Mame: opensearch_ml_deploy == Mame:opensearch_ml_execute
CHCTEMBI U TIPOU3BO/IUTETBHOCTD. == Name: opensearch_ml_general == Name: opensearch ml_predict
Name: opensearch_mi_register Name: opensearch_mi_train Name: refresh
Name: remote_purge Name: remote_refresh Name: replication_follower
Name: replication leader Name: search == Name: search throttled
Thread pool rejections
1
MeTpI/IKa TMOKa3bIBA€T KO/JIMUECTBO pd3, KOr'Zid 0.500
Iy JibI TIOTOKOB OTKJ/JIOHUW/TA BXOodine X - BpeMs
v 0
Thread ool 3dalpoChl K3-3a BBICOKOM HAI'DY3KU WA Y - KOJI-BO
164 | OTKa3sbl MyJIOB TIOTOKOB reiec tionsp orpaHuueHuii pecypcoB. OTKa3el MOTYT | OTKJIOHEHWH e
) TNpuBeCTH K CHM)KEHUIO | BXOOAINX i o . L ) . .
13:00 14:00 15:00 16:00 17:00 18:00
HPOI/BBOAHTeHBHOCTH i HPO6HEMaM ¢ 3aHPOCOB v-back-com-10.pgrlocal ad-batch-task-threadpool
O6CJIy)KI/IBaHI/IEM. +10.pgrlocal ad-threadpool v-back-com-10.pgr.local analyze
-10.pgr.local fetch_shard_started
- 10 pgriocal fetch_shard_store == v-back-com-10 pgrlocal flush
Avg. CPU Usage
100
80
Wcnonb3oBanue MeTpuKa MOKa3bIBaeT CKOJbKO IIPOLIEHTOB o0
Avg. CPU P bott X — Bpems
165 LEeHTPa/IbHOT'O Usage 3drpy3Ku LIEHTPa/JIbHOTI'O TIpOoLeCcCcopd 3aHATO Y _% i
—9% 0
rpotieccopa riporjeccamu OpenSearch
2 12k 1l A g 1.l A A |
WA AN A, m;‘x.Ava_,'..,\N\,‘",v‘.( N‘\,"vm,:\,r\."v-\J\/i W f A W \4'*./","\‘“,/\‘:-.1"‘\ ot “,’A\/\/\,'\‘r‘v""\} !
0 poneeoh =
13:00 14:00 15:00 16:00 17:00 18:00

- idle jowait ifq == Nice wm SOftirq wm steal wm system w user




MeTtpuka Epuauna
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHrI. H3MepeHust
Avg Heap in 15min
100%
MeTprka  TOKasblBaeT  MCIIO/b30BaHUE 80%
obbema kyuu (heap) mamsatu 3a 15- .
o .| MuHyTHBIA MHTepBan. Kyua mamsTu BakHa ’
CpenHuii o6beM Kyuu 3a | Avg Heap in y P Y . X — Bpems .
166 . nns ipomsBoguTenbHOCTH ElasticSearch, u o 40%
15 munyT 15min Y-%
MOHUTOPUHI  CpPe[Hero  HCIO/Ib30BaHUs o
roMoraet obecreunTsb s dekTHBHOE
yIpaBjieHHe NaMAThIO. o .
13:00 14:00 15:00 16:00 17:00 18:00
min max avg current
v-back-com-10 pgrloca 51.3% 619% 576% 586%
RX/TX Rate 5m
1
Metpuka "CKopoCTb RX/TX SM" -
otobpakaer ckopocte mpuema (RX) w
nepegaun  (TX)  gaHHBIX  KIacTtepoMm | X — BpeMs 0
RX/TX Rate )
167 | Ckopoctb RX/TX 5m 5m OpenSearch 3a mepuog B 5 muHyT. 3Ta | Y — CKOPOCTH -050
MeTpUKa BaXHa [/ MOHUTOpUHra cereBoro | RX/TX
Tpad¥Ka 1 BBISIBIEHUS] BO3MOXKHBIX TIPO0JIeM 1300 a0 1500 1600 1700 1&:00
C CeTLI—O min max avg current
. RX 0 o0 0 0
TX 0 o 0 0
GC seconds
0.0400
MeTprKa IOKa3biBaeT BpeMs, 3aTpadeHHOe
cOopiMKOM Mycopa Ha ocBoboxxzaeHue | X — BpeMsi 0.0300
MaMsTH OT OOBEeKTOB, KOTOpble Oosbiie He | Y —  BpeMmd
Bpewmsi paboTel cOopipKa 0.0200
168 MVCODA GC seconds WCIIONB3YIOTCS. [InuTenbHoe BpeMst paboThl | paboThl
yeop cOopIMKa Mycopa MOXKeT TIOB/IUATH Ha | cOOpIHUKa o
TIPOM3BOJUTENBHOCTh  KJlacTepa, I103TOMY | Mycopa

MOHUTOPUHT 3TOH METPHKH Ba’KEH.

13:00 1400

v-back-com-10.pgrlocal old

15:00 16:00

17:00

18:00

v-back-com-10.parlocal young

JIor KoJ1/1IeKTOp




MeTtpuka Epuauna
Ne Mertpuka pyc. P HasnaueHune MeTpuKHu AHHHI Busyanusanus
aHIJI. H3MepeHust
Log-collector status
169 CocrosiHUE nor- | Log-collector | MeTpuka moOKa3blBaeT TeKylljee COCTOSIHHe
KOJIJIeKTOpa status JIOT-KOJI/IeKTOpa St at u S . u
L]
Disk: usage
MeTprKa TmOKa3biBaeT O0BEM TMamsiTH B
Pa3mep  wucrosb30BaHUsA . o o
170 ek Disk: usage MerabaiiTax, KOTopble 3ajeiicTBoBaHbl Jjior- | GB
A KOJIJIEKTOPOM 64.4 GB
siZe
Disk: usage
IIponeHT HCHOIB30BAHUSA . MeTpuka TmOKa3blBaeT TMPOLEHT MaMsTU
171 pori Disk: usage P . bont > | Percents
JIACKa WCTO/Ib3yeMO JIOT-KO0JITIEKTOPOM
0
64.0%
pEI’CEﬂtS
MeTpuka mNOKasbIBaeT IIPOLIEHT Harpy3ku
LIeHTPa/lbHOTO TIPOLIeccopa KOMITOHeHTaMH CPU consume by component
JIOT KOJI/IeKTopa:
IToTpebnenue CPU - inputs_process_cpu_pct — TMpPOLEeHT
172 | npoueccopa consume by Harpy3ky KOMIIOHeHTamMu cbopa | Percents
KOMIIOHEeHTaMH1 component co0bITHI

— outputs_process_cpu_pct — IMpOLIeHT
Harpy3Ky KOMIIOHEHTAMH OTIIPaBKHU
coObITHI

0%

inputs_process_cpu_... outputs_process_cp..

total consume




Metpuka Epununa
Ne Mertpuka pyc. P Ha3naueHne MeTpUKU A n Busyanusanus
aHIJIL. U3MepeHus
total consume - obrriee
notpebieHre BCEMH KOMITOHEHTAMU
Memory consume by component
Memor MeTprKa TMOKa3biBaeT 00BEM  MaMsTH
IMoTtpebsieHue ramaTu y notpeb/isieMbIi KOMITOHeHTaMU Jior
173 consume by MB
KOMITOHeHTaMU KOJUIeKTOpa:
component
inputs_process_me.. outputs_process_me.. total consume
Inputs modules
86.5 Mil
Inputs Metpuka MOKa3bIBaeT HW3MeHeHue
174 | Mopynu cbopa coObITHIA mg dules KOJINUeCTBa KOMITOHEHTOB cOopa C TeueHHEM
BpeMeHU
17:30 17:35 17:40
= inputs_module_udp_input_lc_enterprise_8_event_received Max: 86.7 Mil
inputs_module_udp_input_cisco_nexus_switch_event_received Max: 86.7 Mil
== inputs_module_udp_input_freebsd_event_received Max: 86.5 Mil
== inputs_module_udp_input_microsoft_exchange_owa_event_received Max: 86.7 Mil
Out file (batches)
1
0.500
- MeTtpuka MOKa3bIBaeT W3MeHeHHe
Mogymu ortnpaeku | Out file P No dzta
175 . KOJIMYeCcTBa KOMIIOHEHTOB  OTIIPaBKU  C 0
COOBITHI (batches)
TeyeHWeM BpeMeHU
-0.50
-1
00:00 04:00 08:00 1200 16:00 20:00
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